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PREFACE

Any attempts to formally evaluate something involves coming to grips with a wide
range of concepts such as value, merit, worth, growth, criteria, standards, objectives,
needs, norms, client, audience, validity, reliability, objectivity, practical significance,
accountability, improvement, inputs, process, product, formative, summative, cost,
impact, information, credibility, and, of course, the term evaluation itself. To com-
municate with colleagues and clients, evaluators need to be clear about what is
meant by such concepts. Moreover, it is necessary to integrate the concepts and
their meanings into a coherent framework that guides all aspects of their work.

The conceptualization of evaluation is not a once-off activity, nor is it static.
Rather, the ideas that guide evaluation work should keep pace with the growth of
theory and practice in the field. Further, the design and conduct of any particular
study will involve a good deal of thought focused on the job in hand, in which it
will be necessary to identify and define audiences and information requirements;
the object to be evaluated; the purposes of the evaluation; inquiry procedures;
concerns and issues to be examined; variables to be assessed; bases for interpreting
findings; and the standards to be invoked in assessing the quality of the work.

It is no small wonder, then, that attempts to conceptualize evaluation have been
among the most influential works in the fast-growing literature on the topic, and
the contents of this anthology attest to the existence of a rich array of theoretical
perspectives. These perspectives vary in many respects, which is not surprising given
the complexity of evaluation work; the wide range of situations and political con-
texts in which it is carried out; its service orientations; and the varied backgrounds
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and beliefs of those who write about evaluation. The ways in which evaluation is
conceptualized will differ according to the role assigned to objectives in the process;
the extent to which it is thought desirable to present convergent or divergent
findings; the corollary preference for constructivist or objectivist findings and inter-
pretations; the use or absence of experimental controls; the extent to which theory
is used to determine the variables and the interrelationships to be examined; and
the role that hard and soft data play in arriving at conclusions. It is understandable
that evaluators will sometimes follow one approach in one kind of evaluation assign-
ment, and a quite different approach in another setting. Given the variety of con-
texts in which evaluations take place and the range of philosophical perspectives
reflected in evaluations, it is fortunate that evaluators can find in the literature a
variety of ways to conceptualize the evaluation process in their search for the one
that best suits a particular context.

From this diversity of conceptual approaches to evaluation, however, a consensus
has begun to emerge regarding the principles that should undergird all evaluations.
The consensus is embodied in the standards issued by the Joint Committee on
Standards for Educational Evaluation. Basically, these standards require that evalua-
tions be useful, feasible, ethical, and accurate. The appearance of the standards, and
the associated mechanism for regularly reviewing and revising them, signify the
maturing of evaluation as a profession. While the standards were developed for use
in educational evaluation in North America, they have also been usefully applied,
or at least consulted, in fields outside education and in countries around the world.

The present volume is a revision of an anthology that was published in 1983.
Two major considerations governed the selection of material for the revision. First,
it was decided to retain papers that were regarded as seminal in the history of
evaluation as well as ones that described models adequately. Some chapters were
dropped because the relevance of their messages had decreased over time. Second,
papers which represented developments in evaluation since 1983 were added. We
increased the coverage of material that had application outside the field of educa-
tion and of naturalistic evaluation. These considerations led to the retention of seven
papers, the revision of three, and the addition of fifteen.

The result is a book that is an up-to-date reflection of the conceptual develop-
ment of evaluation, particularly program evaluation, and is divided into five major
sections. The first section includes essays on the history of evaluation; models,
metaphors, and definitions; and alternative approaches. The second, third, and fourth
parts contain articles that represent the current major schools of thought about
evaluation, written by leading authors in the field. In Part II, papers are categorized
in terms of their questions/methods orientation. They cover objectives-oriented
evaluation, outcome evaluation, the role of testing in evaluation, discrepancy evalu-
ation, experimental design, cost analysis, clarification hearings or judicial evaluation,
case studies, the technology of criticism, and theory-based evaluation. Papers in Part
IIT address improvement/accountability-oriented approaches: consumer-oriented
evaluation, decision-oriented evaluation, and accountability. The entries in Part IV
relate to social agenda-directed/advocacy evaluation models, and cover responsive
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evaluation, constructivist evaluation, empowerment evaluation, and deliberative
democratic evaluation. In the final section, three overarching topics are addressed:
utilization-focused evaluation, standards for evaluations, and the methodology of
metaevaluation.

The evaluation models described in the book are not models in the sense of
mathematical models used to test given theories, but they are models in the sense
that each one characterizes its author’s idealized view of the main concepts and
structure of evaluation work, which form the basis of guidelines which are used to
arrive at defensible descriptions and judgments. We are aware that some writers in
the field have urged against according alternative perspectives on evaluation the
status of models. However, we think the suggestion that they be called something
else, such as persuasions or beliefs, might do little more than puzzle readers. We are
comfortable in presenting the conceptualizations, not as models of what occurs,
but as models for conducting studies according to various authors’ beliefs about
evaluation. In this sense, they are idealized or “model” views of how to sort out and
address the problems encountered in conducting an evaluation.

We wish to emphasize that the presented models should not be considered as
discrete options. While they may differ in important aspects, such as in the treat-
ment of objectives and the use of experimental controls, they also overlap. For
example, all call for examination of outcomes and most include an examination of
process. Clear examples of overlap can be seen in the models proposed by Scriven,
Stake, and Stufflebeam when they emphasize the importance of a comprehensive
assessment of relevant criteria to illuminate, as well as present judgments of the merit
of a program or other object. However, these models also differ in notable ways,
such as in the relative importance accorded to an improvement orientation versus
a focus on reaching a summative judgment. The practical implication of the concept
of overlapping models is that users may combine elements of different models as
they design particular evaluations.

We owe an enormous debt to the authors of the articles that appear in the book.
We would like to thank those that gave us permission to reprint their publications
and those who prepared articles specifically for this volume. We also are grateful to
Zachary Rolnik and Michael Williams of Kluwer-Nijhoff Publishing, who consis-
tently supported our effort. Further thanks are extended to Seamus O hUallachin,
Brian Carnell, Marguerite Clarke, John Coyle, Ida Holmstedt, Catherine Horn,
Diane Joyce, Amandine Passot, Sally Veeder, Hilary Walshe, and Lori Wingate, for
their competent editorial, technical, and clerical assistance throughout this project.

We believe this book will be of interest and assistance to the full range of persons
who are part of any evaluation effort, including the clients who commission
evaluation studies and use their results, evaluators, and administrators and staff in
the programs that are evaluated. We also believe the book should be useful as a text
for courses in program evaluation and for workshops. Further, it should prove to be
an invaluable reference source for those who participate in any aspect of formal
evaluation work. We hope that it will assist significantly all involved in program
evaluation to increase their awareness of the complexity of evaluation; to increase
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their appreciation of alternative points of view; to improve their ability to use
theoretical suggestions that appear in the literature; to increase their critical
appraisal of various approaches; to increase their adherence to the field’s professional
standards; and, ultimately, to improve the quality and utility of their evaluations.



1. PROGRAM EVALUATION: A
HISTORICAL OVERVIEW

GEORGE F. MADAUS and DANIEL L. STUFFLEBEAM

Program evaluation is often mistakenly viewed as a recent phenomenon.
Many people date its beginning from the late 1960s with the infusion by the
federal government of large sums of money into a wide range of human service
programs, including education. However, program evaluation has an interesting
history that predates by at least 150 years the explosion of evaluation during
the era of President Johnson’s Great Society and the emergence of evaluation as a
maturing profession since the sixties. A definitive history of program evaluation has
yet to be written and in the space available to us we can do little more than offer
a modest outline, broad brush strokes of the landscape that constitutes that history.
It is important that people interested in the conceptualization of evaluation are aware
of the field’s roots and origins. Such an awareness of the history of program
evaluation should lead to a better understanding of how and why this field has
developed as it did.

Where to begin? For convenience we shall describe seven periods in the life
of program evaluation. The first is the period prior to 1900, which we call the
Age of Reform; the second, from 1900 until 1930, we call the Age of Efficiency
and Testing, the third, from 1930 to 1945, may be called the Tylerian Age; the
fourth, from 1946 to about 1957, we call the Age of Innocence; the fifth, from 1958
to 1972, is the Age of Development; the sixth, from 1973 to 1983, the Age of
Professionalization; and finally the seventh from 1983 to 2000 the Age of Expansion
and Integration.

D.L. Stufflebeam, C.F. Madaus and T. Kellaghan (eds.). EVALUATION MODELS. Copyright © 2000. Kluwer Academic
Publishers. Boston. All rights reserved.
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THE AGE OF REFORM 1792-1900

We begin this period in our history of program evaluation in 1792 because that is
the year in which William Farish invented the quantitative mark to score examina-
tions (Hoskins, 1968). Replacing qualitative assessments of student performance with
a mark for a “correct” answer permitted the ranking of examinees and the averag-
ing and aggregating of scores. This was the first development in the field of
psychometrics as we know it today (Madaus & Kellaghan, 1992). In fact Farish
revolutionized testing, a technology that plays an important role in the history of
program evaluation to the present.

The 19th century was the era of the Industrial Revolution with all of its atten-
dant economic and technological changes. The very structure of society was trans-
formed. Major social changes occurred. There was drastic change in physical and
mental health and outlook, in social life and social conscience, and in the structures
of social agencies. There was the laissez-faire philosophy of Bentham and the
humanitarian philosophy of the philanthropists (Thompson, 1950). There were
continued but often drawn out attempts to reform educational and social programs
and agencies in both Great Britain and the United States.

In Great Britain there were continuing attempts to reform education, the
poor laws, hospitals, orphanages, and public health. Evaluations of these social
agencies and functions were informal and impressionistic in nature. Often they
took the form of government-appointed commissions set up to investigate aspects
of the area under consideration. For example, the Royal Commission of Inquiry
into Primary Education in Ireland under the Earl of Powis, after receiving testi-
mony and examining evidence, lamented over the progress of the children in the
national schools of Ireland. The Powis Commission recommended the adoption of
a scheme known as payment by results, already being used in England, whereby
teachers’ salaries would be dependent in part on the results of annual examinations
in reading, spelling, writing, and arithmetic (Kellaghan & Madaus, 1982; Madaus &
Kellaghan, 1992). Another example of this approach to evaluation was the 1882
Royal Commission on Small Pox and Fever Hospitals, which recommended after
study that infectious-disease hospitals ought to be open and free to all citizens
(Pinker, 1971).

Royal commissions are still used today in Great Britain to evaluate areas of
concern. Rough counterparts in the United States to these commissions are presi-
dential commissions (for example, the President’s Commission on School Finance),
White House panels (e.g., the White House Panel on Non Public Education), and
congressional hearings. Throughout their history royal commissions, presidential
commissions, and congressional hearings have served as a means of evaluating human
services programs of various kinds through the examination of evidence either gath-
ered by the Commission or presented to it in testimony by concerned parties.
However, this approach to evaluation was often only emblematic or symbolic. N. J.
Crisp (1982) captures the pseudo nature of such evaluations in a work of fiction.
One of his characters discusses a royal commission this way: “Appoint it, feel that



1. Program Evaluation: A Historical Overview 5

you’ve accomplished something, and forget about it, in the hope that by the time
i's reported, the problem will have disappeared or been overtaken by events”
(p. 148).

In Great Britain during this period when reform programs were put in place, it
was not unusual to demand yearly evaluations through a system of annual reports
submitted by an inspectorate. For example, in education there were school inspec-
tors that visited each school annually and submitted reports on their condition
and on pupil attainments (Kellaghan & Madaus, 1982; Madaus & Kellaghan, 1992).
Similarly the Poor Law commissioners had a small, paid inspectorate to oversee
compliance with the Poor Law Amendment Act of 1834 (Pinker, 1971). The system
of maintaining external inspectorates to examine and evaluate the work of the
schools exists today in Great Britain and Ireland. In the United States, external
inspectors are employed by some state and federal agencies. For example, the
Occupational Safety and Health Administration (OSHA) employs inspectors
to monitor health hazards in the workplace. Interestingly, the system of external
inspectors as a model for evaluation has received scant attention in the evaluation
literature.

Two other developments in Great Britain during this period are worthy of note.
First, during the middle of the nineteenth century a number of associations dedi-
cated to social inquiry came into existence. These societies conducted and publi-
cized findings on a number of social problems that were very influential in
stimulating discussion (for example, Chadwick’s 1842 Report on the Sanitary Con-
dition of the Laboring Population of Great Britain [Pinker, 1971]). Second, often
in response to these private reports, bureaucracies established to manage the pro-
grams sometimes set up committees of enquiry. These were official, government-
sponsored investigations of various social programs, such as provincial workhouses
(Pinker, 1971). Both these examples are important in that they constitute the begin-
nings of an empirical approach to the evaluation of programs.

In the United States perhaps the earliest formal evaluation was in 1815 when the
Army Ordnance Department drew up a system of regulations for the “uniformity
of manufacture of all arms ordnance” (Smith, 1987, p. 42). To accomplish this it
became clear that the engineering of people was as important as the engineering
of materials. The idiosyncrasy of the skilled craftsman had to yield to uniformity.
Over several decades the Ordnance Department developed the administrative, com-
munication, inspection, accounting, bureaucratic, and mechanical techniques that fos-
tered conformity and resulted in the technology of interchangeable parts and the
eventual manufacture of a host of mass-produced products in the 20th century
(Smith, 1987).These early efforts by the Ordnance Department foreshadowed Fred-
erick Taylor’s Scientific Management movement discussed below.

The first formal attempt to evaluate the performance of schools took place in
Boston in 1845.This event is important in the history of evaluation because it began
a long tradition of using pupil test scores as a principal source of data to evaluate
the effectiveness of a school or instructional program. Then, at the urging of Samuel
Gridley Howe, written essay examinations were introduced into the Boston
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grammar schools by Horace Mann and the Board of Education. Ostensibly the essay
exam, modeled after those used in Europe at the time, was introduced to replace
the viva voce or oral examinations. The latter mode of examination had become
administratively awkward with increased numbers of pupils and was also seen as
unfair because it could not be standardized for all pupils. The interesting point in
terms of program evaluation was the hidden policy agenda behind the move to
written examinations; namely, it was the gathering of data for inter-school com-
parisons that could be used in decisions concerning the annual appointment of
headmasters. Howe and Mann attempted to establish differential school effects and
used these data to eliminate headmasters who opposed them on the abolition of
corporal punishment. This is an interesting early example of politicization of eval-
uation data.

Between 1887 and 1898, Joseph Rice conducted what is generally recognized as
the first formal educational program evaluation in America. He carried out a com-
parative study on the value of drill in spelling instruction across a number of school
districts. Rice, like Mann and Howe before him, used test scores as his criteria mea-
sures in his evaluation of spelling instruction. He found no significant learning gains
between systems which spent up to 200 minutes a week studying spelling and those
which spent as little as ten minutes per week. Rice’s results led educators to re-
examine and eventually revise their approach to the teaching of spelling. More
important from the point of view of this history of program evaluation is his argu-
ment that educators had to become experimentalists and quantitative thinkers and
his use of comparative research design to study student achievement (Rice, 1914;
1897). Rice was a harbinger of the experimental design approach to evaluation first
advanced by Lindquist (1953) and extended and championed by Campbell (Camp-
bell & Stanley, 1963; Campbell, 1969) and others in the 1960s and 1970s and by
Mosteller and his colleagues in the mid 1990s (see Chapter 8).

Before leaving this very brief treatment of the age of reform, another develop-
ment should be mentioned. The foundation of the accreditation or professional
judgement approach to evaluation can be traced directly to the establishment of the
North Central Association of Colleges and Secondary Schools in the late 1800s.
The accreditation movement did not, however, gain great stature until the 1930s
when six additional regional accrediting associations were established across the U.S.
Since then the accrediting movement has expanded tremendously and gained great
strength and credibility as a major means of evaluating the adequacy of educational
institutions. (See Floden, 1983 for a treatment of the accreditation approach to
evaluation.)

THE AGE OF EFFICIENCY AND TESTING 1900-1930

During the early part of the twentieth century the seminal work by Fredrick Taylor
launched the scientific management movement, an early form of personnel evalua-
tion. Taylorism continues to affect almost all aspects of American life to this day.
(For a detailed treatment of Taylor’s impact on society see Doray, 1988 and Banta,
1993.) Taylor’s ideas became a powerful force in administrative theory in educational
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and industrial circles (Biddle & Ellena, 1964; Callahan, 1962; Cremin, 1962).
The emphasis of this movement was on systemization, standardization, and, most
importantly, efficiency. Typifying this emphasis on efficiency were the tides of the
fourteenth and fifteenth yearbooks of the National Society for the Study of Edu-
cation (NSSE), which were, respectively, Methods for Measuring Teachers’ Efficiency and
the Standards and Tests for the Measurement of the Efficiency Of Schools and School
Systems.

Surveys done in a number of large school systems during this period focused on
school and/or teacher efficiency using various criteria (for example, expenditures,
pupil dropout rate, promotion rates, etc.). By 1915, thirty to forty large school
systems had completed or were working on comprehensive surveys on all phases of
educational life (Kendall, 1915; Smith & Judd, 1914). A number of these surveys
employed the newly developed “objective” tests in arithmetic, spelling, handwriting,
and English composition to determine the quality of teaching. (For a detailed treat-
ment of the history of mathematics and arithmetic tests during this time see Madaus,
Clarke & O’Leary, in press.) These tests were often developed in large districts by
a bureau or department set up specifically to improve the efficiency of the district.
For example, the Department of Educational Investigation and Measurement in the
Boston public schools developed a number of tests that today would be described
as objective referenced (Ballou, 1916). Eventually tests like those in Boston took
on a norm-referenced character as the percentage of students passing became a
standard by which teachers could judge whether their classes were above or below
the general standard for the city (Ballou, 1916). In addition to these locally
developed tests there were a number of tests developed by researchers like
Courtis, Ayers, Thorndike, and others, which were geared to measuring a very precise
set of instructional objectives. These tests by famous researchers of the day had
normative data that enabled one system to compare itself with another (Tyack &
Hansot, 1982).

Many of these early twentieth-century surveys were classic examples of muck-
raking, “often initiated by a few local people who invited outside experts to expose
defects and propose remedies” (Tyack & Hansot, 1982, p. 161). Another problem
associated with these early surveys—a problem not unknown to evaluators today—
was that the “objective” results obtained were often used as propaganda “to build
dikes of data against rising tides of public criticism” (Tyack & Hansot, 1982, p. 155).
However, researchers at the time did recognize that such surveys could and should
avoid muckraking and public relations use. Many of them were indeed construc-
tive, done in cooperation with local advisors, and designed to produce public support
for unrecognized but needed change (Tyack & Hansot, 1982).

With the growth of standardized achievement tests after World War 1, school dis-
tricts used these tests to make inferences about program effectiveness. For example,
May (1971) in an unpublished paper described the history of standardized testing
in Philadelphia from 1916 to 1938. He found that commercially available achieve-
ment tests, along with tests built by research bureaus of large school districts, were
used to evaluate the curriculum and overall system performance, in addition to being
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used to make decisions about individuals. Throughout its history, the field of eval-
uation has been closely linked to the field of testing. Test data have often been the
principal data source in evaluations; this use of tests has been a mixed blessing as
we shall see presently.

It is important to point out that studies of efficiency and testing were for the
most part initiated by, and confined to, local school districts. In contrast to the
national curriculum development projects of the late 1950s and early 1960s, cur-
riculum development before the 1930s was largely in the hands of a teacher or
committee of teachers. It was natural, therefore, that evaluations of that period were
addressed to localized questions. This focus or emphasis on local evaluation ques-
tions continued into the 1960s despite the fact that the audience for the evalua-
tions was state-wide or nation-wide; this resulted in many useless educational
evaluations being carried out during the 1960s. It was only in the 1970s that edu-
cators and evaluators recognized and began to deal with this problem of generaliz-
ability. And, it wasn’t until the 90s with the advent of standards based reform
that the focus shifted from local to state level control over many aspects of the
curriculum.

During the late 1920s and 1930s, university institutes specializing in field studies
were formed and conducted surveys for local districts. The most famous of these
institutes was the one headed by George Strayer at Teachers College (Tyack &
Hansot, 1982). These institutes could be considered the precursors of the university
centers dedicated to evaluation that grew up in the 1960s and 1970s.

THE TYLERIAN AGE 1930-1945

Ralph W. Tyler has had enormous influence on education in general and educa-
tional evaluation and testing in particular. He is often referred to, quite properly we
feel, as the father of educational evaluation. Tyler began by conceptualizing a broad
and innovative view of both curriculum and evaluation. (Cf. Chapter 4.) This view
saw curriculum as a set of broadly planned school experiences designed and imple-
mented to help students achieve specified behavioral outcomes. Tyler coined the
term “educational evaluation” which meant assessing the extent that valued objec-
tives had been achieved as part of an instructional program. (This development is
the foundation of today’s outcome evaluation described in Chapter 4). During the
early and mid-1930s, he applied his conceptualization of evaluation to helping
instructors at Ohio State University improve their courses and the tests that they
used in their courses.

During the depths of the Great Depression, schools, as well as other public insti-
tutions, had stagnated from a lack of resources and, perhaps just as importantly, from
a lack of optimism. Just as Roosevelt tried through his New Deal programs to lead
the economy out of the abyss, so too John Dewey and others tried to renew edu-
cation. The renewal in education came to be known as the Progressive Education
Movement, and it reflected the philosophy of pragmatism and employed tools from
behavioristic psychology.
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Tyler became directly involved in the Progressive Education Movement when
he was called upon to direct the research component of the now-famous Eight
Year Study (Smith & Tyler, 1942a). The Eight-Year Study (1932-1940), funded
by the Carnegie Corporation, was the first and last large study of the differential
effectiveness of various types of schooling until well after World War II. The study
came about when questions were asked in the early 1930s about the efficacy of
the traditional high school experience relative to the progressive secondary school
experience. As a result of these questions, leading colleges began to refuse progres-
sive school graduates admittance because they lacked credits in certain specific sub-
jects. To settle the debate, an experiment was proposed in 1932 in which over
300 colleges agreed to waive their traditional entrance requirements for graduates
from about 30 progressive secondary schools. The high school and college perfor-
mance of students from these secondary schools would be compared to the high
school and college performance of students from a group of traditional secondary
schools.

The Eight-Year Study introduced educators throughout America to a new and
broader view of educational evaluation than that which had been in vogue during the
age of efficiency and testing. Tyler conceptualized evaluation as a comparison of
intended outcomes with actual outcomes. His view of evaluation was seen by advo-
cates as having a clear-cut advantage over previous approaches. Since a Tylerian evalu-
ation involves internal comparisons of outcomes with objectives, it need not provide
for costly and disruptive comparisons between experimental and control groups, as
were required in the comparative experimental approach that Rice had used. Since the
approach calls for the measurement of behaviorally defined objectives, it concentrates
on learning outcomes instead of organizational and teaching inputs, thereby avoiding
the subjectivity of the professional judgment or accreditation approach; and, since its
measures reflect defined objectives, there was no need to be heavily concerned with
the reliability of differences between the scores of individual students. Further, the
measures typically cover a much wider range of outcome variables than those assessed
by standardized norm-referenced tests.

Clearly by the middle of the 1940s Tyler had, through his work and writing, laid
the foundation for his enormous influence on the educational scene in general and
on testing and evaluation in particular during the next 25 years.

THE AGE OF INNOCENCE 1946-1957

We have labeled the period 19461957 as the Age of Innocence, although we might
just as well have called it the Age of Ignorance. It was a time of poverty and despair
in the inner cities and in rural areas, but almost no one except the victims seemed
to notice. It was a period of extreme racial prejudice and segregation, to which most
white people seemed oblivious. There was exorbitant consumption and widespread
waste of natural resources with little apparent concern about the depletion of these
resources. It was a period of vast development of industry and military capabilities
with little provision for safeguards against the many negative side effects.
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More to the point of this review, there was expansion of educational offerings,
personnel, and facilities. New buildings were erected. New kinds of educational
institutions, such as experimental colleges and community colleges emerged. Small
school districts consolidated with others to be able to provide the wide range of
educational services that were common in the larger school systems, including
mental and physical health services, guidance, food services, music instruction,
expanded sports programs, business and technical education, and community
education. College enrolments increased dramatically and enrolments in teacher-
education programs ballooned. Throughout American society, the late 1940s and
1950s were a time to forget the war, leave the depression behind, build and expand
capabilities, acquire resources, and engineer and enjoy a “good life.”

This general scene in society and education was reflected in educational evalua-
tion. While there was great expansion of education there was no particular interest
on the part of society in solving social and education problems and holding edu-
cators accountable. There was little call for educators to demonstrate the efficiency
and effectiveness of any of the many developmental efforts. Educators did talk and
write about evaluation, and they did collect considerable amounts of data (usually
to justify the need for expansion or for broad, new programs). However, there is
little evidence that these data were used to judge and improve the quality of
programs or that the data could have been used for such a purpose.

We have labeled the period 1946 to 1947 The Age of Innocence, not because
work in evaluation did not proceed but because the work seemingly had no social
purpose. The great deal of technical development in evaluation was just that. It was
not geared to identifying beneficiaries’ needs and critically examining society’s
response to the needs.

During this period there was considerable development of some of the techni-
cal aspects of evaluation; this was consistent with the then-prevalent expansion of
all sorts of technologies. Chief among these developments was the growth in stan-
dardized testing. Many new nationally standardized tests were published during this
period. Schools purchased these tests by the thousands and also subscribed heavily
to machine scoring and analysis services that the new technology made available.
The testing movement received another boost in 1947 with the establishment of
the Educational Testing Service.

By the 1950s, the standardized testing business had expanded tremendously, and
the professional organizations concerned with testing initiated a series of steps
designed to regulate the test-related activities of their members. In 1954, a com-
mittee of the American Psychological Association prepared Technical Recommendations
for Psychological Tests and Diagnostic Techniques (APA, 1954). In 1955, committees of
the American Educational Research Association and the National Council on Mea-
surements Used in Education prepared Technical Recommendations for Achievement Tests
(AERA and NCMUE, 1955). These two reports provided the basis for the 1966
edition of the joint AERA/APA/NCME Standards for Educational and Psychological
Tests and Manuals (APA, 1966) and the 1974 revision entitled, Standards for Educa-
tional and Psychological Tests (APA, 1974). The latter report recognized the need for
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separate standards dealing with program evaluation. A revision of the Standards in
1985 contained a chapter on the use of tests in program evaluation, as did a further
revision in 2000.

The rapid expansion of testing was not the only technical development related
to program evaluation during this period. Lindquist (1953) extended and delineated
the statistical principles of experimental design. Years later, many evaluators and edu-
cators found that the problems of trying to meet simultaneously all of the required
assumptions of experimental design (for example, constant treatment, uncontami-
nated treatment, randomly assigned subjects, stable study samples, and unitary success
criteria) in the school setting were insurmountable.

During the 1950s and early 1960s there was also considerable technical develop-
ment related to the Tylerian view of evaluation. Since implementing the Tyler
approach in an evaluation required that objectives be stated explicitly, there was a
need to help educators and other professionals to do a better job articulating their
objectives. Techniques to help program staffs make their objectives explicit, along
with taxonomies of possible educational objectives (Bloom et al., 1956; Krathwohl,
1964), were developed to fill this need. The Tyler rationale was also used extensively
during this period to train teachers in test development.

During this period evaluations were, as before, primarily within the purview of
local agencies. Federal and state agencies had not yet become deeply involved in
the evaluation of programs. Funds for evaluation that were done came from local
coffers, foundations, voluntary associations such as the community chest, or profes-
sional organizations. This lack of dependence on taxpayer money for evaluation
would end with the dawn of the next period in the history of evaluation.

THE AGE OF DEVELOPMENT 1958-1972

The age of innocence in evaluation came to an abrupt end with the call in the late
1950s and early 1960s for evaluations of large-scale curriculum development pro-
jects funded by federal monies. This marked the end of an era in evaluation and
the beginning of profound changes that would see evaluation expand as an indus-
try and into a profession, focused on helping meet society’s needs and dependent
on taxpayer monies for support.

As a result of the Russian launch of Sputnik in 1957, the federal government
enacted the National Defense Education Act of 1958. Among other things, this
act provided for new educational programs in mathematics, science, and foreign
language; and expanded counseling and guidance services and testing programs
in school districts. A number of new national curriculum development projects,
especially in the areas of science and mathematics, were established. Eventually funds
were made available to evaluate these curriculum development efforts.

All four of the approaches to evaluation discussed so far were represented in the
evaluations done during this period. First, the Tyler approach was used to help define
objectives for the new curricula and to assess the degree to which the objectives
were later realized. Second, new nationally standardized tests were created to better
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reflect the objectives and content of the new curricula. Third, the professional-
judgment approach was used to rate proposals and to check periodically on the
efforts of contractors. Finally, many evaluators evaluated curriculum development
efforts through the use of field experiments.

The best and the brightest of the educational evaluation community were
involved in efforts to evaluate these new curricula; they were adequately financed,
and they carefully applied the technology that had been developed during the past
decade or more. Nonetheless, by the early 1960s it became apparent to some leaders
in educational evaluation that their work and their results were neither particularly
helpful to curriculum developers nor responsive to the questions being raised by
those who wanted to know about the programs “effectiveness.”

This negative assessment was reflected best in a landmark article by Cronbach
(1963; cf. Chapter 14). In looking at the evaluation efforts of the recent past, he
sharply criticized the guiding conceptualizations of evaluation for their lack of rel-
evance and utility, and advised evaluators to turn away from their penchant for post
hoc evaluations based on comparisons of the norm-referenced test scores of exper-
imental and control groups. Instead, Cronbach counseled evaluators to reconceptu-
alize evaluation—not in terms of a horse race between competing programs but as
a process of gathering and reporting information that could help guide curriculum
development. Cronbach was the first person to argue that analysis and reporting of
test item scores would be likely to prove more useful to teachers than the report-
ing of average total scores. When first published, Cronbach’s counsel and recom-
mendations went largely unnoticed, except by a small circle of evaluation specialists.
Nonetheless, the article was seminal, containing hypotheses about the conceptual-
ization and conduct of evaluations that were to be tested and found valid within a
few years.

In 1965, guided by the vision of Senator Hubert Humphrey, the charismatic
leadership of President John Kennedy, and the great political skill of President
Lyndon Johnson, the War on Poverty was launched. These programs poured billions
of dollars into reforms aimed at equalizing and upgrading opportunities for all cit-
izens across a broad array of health, social, and educational services. The expanding
economy enabled the federal government to finance these programs, and there was
widespread national support for developing what President Johnson termed the
Great Society.

Accompanying this massive effort to help the needy came concern in some quar-
ters that the money invested in these programs might be wasted if appropriate
accountability requirements were not imposed. In response to this concern, Senator
Robert Kennedy and some of his colleagues in the Congress amended the Ele-
mentary and Secondary Education Act of 1964 (ESEA) to include specific evalua-
tion requirements. As a result, Title I of that Act, which was aimed at providing
compensatory education to disadvantaged children, specifically required each school
district receiving funds under its terms to evaluate annually—using appropriate stan-
dardized test data—the extent to which its Tide I projects had achieved their objec-
tives. This requirement, with its specific references to standardized test data and an
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assessment of congruence between outcomes and objectives, reflected the state-of-
the-art in program evaluation at that time. More importantly, the requirement forced
educators to shift their concern for educational evaluation from the realm of theory
and supposition into the realm of practice and implementation.

When school districts began to respond to the evaluation requirement of Title I,
they quickly found that the existing tools and strategies employed by their evalua-
tors were largely inappropriate to the task. Available standardized tests had
been designed to rank order students of average ability; they were of little use in
diagnosing needs and assessing any achievement gains of disadvantaged children
whose educational development lagged far behind that of their middle-class peers.
Further, these tests were found to be relatively insensitive to differences between
schools and/or programs, mainly because of their psychometric properties and
content coverage. Instead of measuring outcomes directly related to the school or
to a particular program, these tests were at best indirect measures of learning,
measuring much the same traits as general ability tests (Madaus, Airasian, &
Kellaghan, 1980).

There was another problem with using standardized tests: such an approach to
evaluation conflicted with the precepts of the Tylerian approach. Because Tyler rec-
ognized and encouraged differences in objectives from locale to locale it became
difficult to adapt this model to nation-wide standardized-testing programs. In order
to be commercially viable, these standardized-testing programs had to overlook to
some extent objectives stressed by particular locales in favor of objectives stressed
by the majority of districts. Further, there was a dearth of information about the
needs and achievement levels of disadvantaged children that could guide teachers in
developing meaningful behavioral objectives for this population of learners.

The failure of attempts to isolate the effects of Title I projects through the use
of experimental/control group designs was due primarily to an inability to meet
the assumptions required of such designs (Guba, 1966). Further, project-site visita-
tion by experts—while extensively employed by governmental sponsors—was not
acceptable as a primary evaluation strategy because this approach was seen as lacking
the objectivity and rigor stipulated in the ESEA legislation. When the finding of
“no results” was reported, as was generally the case, there were no data on the degree
to which the “treatment” had in fact been implemented; the evaluator had over-
looked the messy “black box™ that constituted the “treatment.” Further, we encased
the word treatment in quotes advisedly since the actual nature of the treatment ren-
dered to subjects was generally unknown. The technical description was nothing
more than a vague description of the project. For example, the term Title I itself
was often used to describe an amorphous general treatment. In any event, the
emphasis on test scores diverted attention from consideration of the treatment or
of treatment implementation.

As a result of the growing disquiet with evaluation efforts and with the consis-
tent negative findings, the professional honorary fraternity Phi Delta Kappa set up
a National Study Committee on Evaluation (Stufflebeam et al, 1971). After sur-
veying the scene, this committee concluded that educational evaluation was “seized
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with a great illness” and called for the development of new theories and methods
of evaluation as well as for new training programs for evaluators. At about this same
time many new conceptualizations of evaluations began to emerge. Provus (1969 &
1971), Hammond (1967), Eisner (1967), and Metfessel & Michael (1967) proposed
reformation of the Tyler model. Glaser (1963), Tyler (1967), and Popham (1971)
pointed to criterion-referenced testing as an alternative to norm-referenced testing.
Cook (1966) called for the use of the systems-analysis approach to evaluate pro-
grams. Scriven (1967), Stufflebeam, (1967 & 1971, with others), and Stake (1967)
introduced new models of evaluation that departed radically from prior approaches.
These conceptualizations recognized the need to evaluate goals, look at inputs,
examine implementation and delivery of services, as well as measure intended and
unintended outcomes of the program. They also emphasized the need to make
judgments about the merit or worth of the object being evaluated. (Overviews of
these developments can be found in Chapter 3.)

The late 1960s and early 1970s were vibrant with descriptions, discussions, and
debates concerning how evaluation should be conceived; however, this period in
the history of program evaluation ended on a down note. A number of important
evaluations reported negative findings. First, Coleman’s famous study, Equality of Edu-
cational Opportunity (1966, with others), received considerable notice. Particular atten-
tion went to his famous conclusion that “schools bring little influence to bear on
a child’s achievement that is independent of his background and general social
context” (Coleman et al. 1966, p. 325). Title I evaluations (Picariello, 1968; Glass et
al., 1970; U.S. Office of Education, 1970) argued against the efficacy of those pro-
grams. The Westinghouse/Ohio University Head Start investigation (Cicirelli et al.,
1969) turned up discouraging results. Likewise, the results of the evaluation of Sesame
Street—when critically analyzed—were discouraging (Ball & Bogatz, 1970; Bogatz
& Ball, 1971). These disheartening findings raised serious questions about evalua-
tion in general and certain methodologies in particular. For many supporters of
these programs, this set the stage for our next period, which we call the Age of
Professionalization.

THE AGE OF PROFESSIONALIZATION 1973-1983

Beginning about 1973 the field of evaluation began to crystallize and emerge as a
profession related to, but quite distinct from, its forebears of research and testing.
While the field of evaluation has advanced considerably as a profession, it is instruc-
tive to consider this development in the context of the field in the previous period.

Before this period evaluators faced an identity crisis. They were not sure whether
they should try to be researchers, testers, administrators, teachers, philosophers, or
iconoclasts. It was unclear what special qualifications, if any, they should possess.
There was no professional organization dedicated to evaluation as a field, nor were
there specialized journals through which evaluators could exchange information
about their work. There was essentially no literature about program evaluation
except unpublished papers that circulated through an underground network of prac-
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titioners. There was a paucity of pre-service and inservice training opportunities in
evaluation. Articulated standards of good practice were confined to educational and
psychological tests. The field of evaluation was amorphous and fragmented—many
evaluations were carried out by untrained personnel, others by research methodol-
ogists who tried unsuccessfully to fit their methods to program evaluations
(Guba, 1966). Evaluation studies were fraught with confusion, anxiety, and animos-
ity. Evaluation as a field had little stature and no political clout.

Against this backdrop, the progress made by educational evaluators to profession-
alize their field during the 1970s was quite remarkable indeed. A number of jour-
nals, including Educational Evaluation and Policy Analysis, Studies in Educational
Evaluation, CEDR Quarterly, Evaluation Review, New Directions for Program Evaluation,
Evaluation and Program Planning, and Evaluation News were begun; and most of these
journals have proved to be excellent vehicles for recording and disseminating infor-
mation about the various facets of program evaluation. Numerous books and mono-
graphs dealing exclusively with evaluation were published. The May 12th Group,
Division H of AERA, the Evaluation Network, and the Evaluation Research Society
came into being and afforded excellent opportunities for professional exchange
among persons concerned with the evaluation of education and other human service
programs.

Many universities began to offer at least one course in evaluation methodology
(as distinct from research methodology); a few universities—such as the University
of Illinois, Stanford University, Boston College, UCLA, the University of Minnesota,
and Western Michigan University—developed graduate programs in evaluation.
Nova University was perhaps the first to require an evaluation course in a doctoral
program. The U.S. Office of Education sponsored a national program of inservice
training in evaluation for special educators (Brinkerhoff et al., 1983), and several
professional organizations offered workshops and institutes on various evaluation
topics. Governmental and university centers were established for research and devel-
opment related to evaluation. The state of Louisiana established a policy and program
for certifying evaluators (Peck, 1981).

Increasingly, the field looked to metaevaluation (Scriven, 1975; Stufflebeam, 1978;
cf. Chapter 25 for a treatment of metaevaluation) as a means of assuring and check-
ing the quality of evaluations. A joint committee appointed by 12 professional orga-
nizations issued a comprehensive set of standards for judging evaluations of
educational programs, projects, and materials (Joint Committee, 1981b), and estab-
lished a mechanism (Joint Committee, 1981a) by which to review and revise the
standards and assist the field to use them. These standards were revised in 1994. (Cf.
Chapter 24 for an overview of these standards.) In addition, several other sets of
standards with relevance for educational evaluation were issued during this period
(cf. Evaluation News, May 1981).

During this period, evaluators increasingly realized that the techniques of evalu-
ation must achieve results previously seen as peripheral to serious research; serve the
information needs of the clients of evaluation; address the central value issues; deal
with situational realities; meet the requirements of probity; and satisfy needs for
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veracity. While the field had yet to develop a fully functional methodology that
meets all these requirements, there were during this period some promising devel-
opments, including goal-free evaluation (Scriven, 1974b; Evers, 1980); the CIPP
Model (Stufflebeam, 1967, Stufflebeam et al., 1971, cf. Chapter 16); adversary/advo-
cate teams (Stake & Gjerde, 1974; cf. Chapter 10); advocate teams (Reinhard, 1972);
meta analysis (Glass, 1976; Krol, 1978); responsive evaluation (Stake, 1975b; cf.
Chapter 18); and naturalistic evaluation (Guba & Lincoln, 1981; cf. Chapter 19).
Under the leadership of Nick Smith (198la; 1981b), a large number of writers
examined the applicability to evaluation of a wide range of investigatory techniques
drawn from a variety of fields. Eisner (1975) and his students applied the techniques
used by critics in evaluating materials from the arts (cf. Chapter 12). Webster (1975)
and his colleagues have operationalized Stufflebeam’s CIPP model within the
context of a school district. Stake (1978; cf. Chapters 18 and 11) has adapted case
study methods for use in evaluation. Roth (1977; 1978), Suarez (1980), Scriven &
Roth (1978), Stufflebeam (1977) and others began to make both conceptual and
operational sense of the crucial yet elusive concept of needs assessment. Personnel
of the Toledo Public Schools, in collaboration with Bunda (1980) and Ridings
(1980), devised catalogues of evaluative criteria and associated instruments to help
teachers and administrators tailor their data collection efforts to meet their infor-
mation requirements. Finally, a great deal of work was done to encourage the use
of objective-referenced tests in evaluation studies (Chase, 1980; Bloom, Madaus, &
Hastings, 1981; cf. Chapter 6).

This substantial professional development in evaluation produced mixed results.
First, while there was undoubtedly more, and certainly better, communication in
the field, there was also an enormous amount of chatter (Cronbach, 1980). Second,
while progress was made in improving the training and certification of evaluators
to ensure that institutions obtain services from qualified persons, some observers
worried that this development could result in a narrow and exclusive club (Stake,
1981). Third, even though there was increased communication between those
advocating positivistic/quantitative approaches to evaluation and proponents of
phenomenological/qualitative approaches, a polarization developed between these
camps. The roots of this polarization are not primarily methodological, but instead
reflect ideological and epistemological differences (cf. Chapter 2). Finally, in spite
of growing search for appropriate methods, increased communication and
understanding among the leading methodologists, and the development of new
techniques, the actual practice of evaluation changed very little in the great major-
ity of settings.

THE AGE OF EXPANSION AND INTEGRATION 1983-2001

The final period in our abbreviated history of program evaluation begins with the
publication of the first edition of this book and ends with the publication of
the second edition. A lot happened in the field during these eighteen years. Despite
the positive title we chose for this last period it began on somewhat of a down
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note as there were considerable cut backs in the funding of evaluations during the
Reagan years. Many evaluations during this period were geared toward cost cutting
and cost benefit issues.

As the economy grew however, evaluation as a field expanded and became
considerably more integrated. The expansion is seen especially in the development
of professional evaluation societies in more than twenty countries and in the coming
together, communication, and collaboration of evaluators from various disciplines.

In education the reform movement has had a profound effect on program eval-
uation. Proposed reforms—such as charter schools, vouchers, and privatization of
schools—all predicated on the belief that introducing competition into the system
will lead to improvement, are currently being evaluated (Miron, 1999; Horn and
Miron, 1999; Peterson, 1998; Peterson, 1996).Tennessee carried out a true experi-
ment on reducing class size and the results have influenced policy in a number
of states (cf. Chapter 8). Accountability and outcome evaluations have become
commonplace across the United States (cf. Chapters 5 and 17). However, these
accountability systems need to be independently evaluated as many set unrealistic
improvement goals based on student test performance. The standards based reform
movement has now reached 49 states. Curriculum frameworks are developed, as are
tests to measure progress on reaching the standards contained in the frameworks. A
number of states have linked student performance on these state level tests to grad-
uation and retention decisions. Kentucky and Vermont have had excellent evalua-
tions of their state testing programs, which experimented with the substitution of
performance measures for the traditional multiple-choice tests. (See for example
Koretz et al., 1993; Koretz, 1997, Kortez & Barron, 1998). But not all states have
embraced an independent evaluation of their testing programs partly for financial
reasons, partly for political reasons and partly because they do not want to hear bad
news. The Ford Foundation has funded the start up of the National Board on Edu-
cational Testing and Public Policy located at Boston College. The Board’s mandate
is to evaluate the technical adequacy of high stakes tests used in educational policy
and to monitor and evaluate the impact of such testing programs on school systems,
schools, teachers and students.

The Evaluation Research Society, which was composed mainly of evaluators from
the social sciences, amalgamated with the Evaluation Network, comprised mainly
of educational evaluators, to form the new “ecumenical” American Evaluation Asso-
ciation (AEA). The result has been an integration and cross-fertilization of evalua-
tion ideas and methods across the disciplines. This is well described in Scriven’s
(1994a) article on evaluation as a transdiscipline.

In addition, there has been great expansion of the professional field of evalua-
tion. In 1995, AEA focused its convention on international cooperation in evalua-
tion and invited evaluators from around the world to attend. The meeting was a
great success and spawned a continually growing involvement of internationals in
AEA’s meetings and other work. Additionally, more than 20 evaluation associations
have been established across the world, with a concomitant increase in evaluation
journals emanating from other countries.
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There has also been increased activity in the development and use of professional
standards for evaluation (cf. Chapter 24). Building on The Program Evaluation
Standards, the Joint Committee on Standards for Educational Evaluation has
developed standards for personnel evaluation (Joint Committee, 1988) and at this
writing is developing standards for evaluations of students, especially in classroom
settings.

CONCLUSION

Evaluators need to be aware of both contemporary and historical aspects of their
emerging profession, including its philosophical underpinnings and conceptual ori-
entations. Without this background, evaluators are doomed to repeat past mistakes
and, equally debilitating, will fail to sustain and build on past successes.

We have portrayed program evaluation as a dynamic, yet immature, profession.
While the profession is still immature, there can be no doubt that it has become
increasingly an identifiable component of the broader governmental and professional
establishment of education, health, and welfare, and an international entity. The pre-
diction commonly heard in the 1960s that formalized program evaluation was a fad
and soon would disappear proved false, and there are strong indications that this
field will continue to grow in importance, sophistication, and stature. The gains over
the past 18 years are impressive, but there are many obvious deficiencies, and we
still lack sufficient evidence about the impact of evaluations on education and
human services. There is a need to improve research, training, and financial support
for program evaluation. Leaders of the evaluation profession must ensure that efforts
to improve their profession are geared to the service needs of their clients, not
merely designed to serve their private or corporate needs. Ultimately the value of
program evaluation must be judged in terms of its actual and potential contribu-
tions to improving learning, teaching and administration, health care and health, and
in general the quality of life in our society and others. All of us in the program
evaluation business would do well to remember and use this basic principle to guide
and examine our work.



2. MODELS, METAPHORS, AND
DEFINITIONS IN EVALUATION

GEORGE F. MADAUS and THOMAS KELLAGHAN

The purpose of this chapter is threefold. The first is to explain what we mean by
the term evaluation models. The title for the first edition of this book used the term
models because that was the term in vogue at that time to describe approaches to
program evaluation. But the word “model” obviously has other connotations that
we need to clarify so that the reader does not over-interpret the phrase. The second
purpose is to describe how the metaphors used in talking about education, implic-
itly and explicitly, influence the model we consider when faced with the task of
evaluating a program. (Metaphors also influence evaluations in other human services
programs but here we confine ourselves to education.) The third purpose is to
discuss how the conduct and nature of any evaluation is affected by how one defines
the process of evaluation, in education or in human services more broadly. As we
shall see, the many ways in which people define the process bear dramatic witness
to the pluralistic nature of the field, as well as to deep epistemological differences
that underlie the various models.

THE MEANING OF MODELS

In one sense, the core of this book presents a set of alternative evaluation models.
These are not models in the sense of mathematical models used to set given the-
ories, but they are models in the sense that each one characterizes its author’s view
of the main concepts and structure of evaluation work, while at the same time
serving the exemplary function of providing guidelines for using these concepts to
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arrive at defensible descriptions, judgments, and recommendations. We are aware that
some writers have urged against according alternative perspectives on evaluation the
status of models. However, the alternative, that some other terminology be used,
such as persuasions or beliefs, would, we believe, do little more than puzzle readers.
We are comfortable in presenting the alternative conceptualizations of evaluation in
the book, not as models of evaluation as it occurs, but as models for conducting
studies according to the beliefs about evaluation that are held by the authors of the
models. In this sense, they are idealized or “model” views of how to sort out and
address problems encountered in conducting evaluations.

The Oxford English Dictionary (Simpson & Weiner, 1989) contains a number of
definitions for the term model that coincide with the way we use the word in the
phrase models of program evaluation. First, a model is a summary, epitome, orabstract
of the way a particular evaluator conceptualizes and describes the evaluation process.
Another meaning that approximates our usage is any article made by a recognised
designer, e.g., a dress or a motor car. Each of the chapters in this volume is by a rec-
ognized designer, if you will, in the field of “models” evaluation. Still another
meaning congruent with our usage is fo give shape to (a document, argument, etc.).This
is what the various models do: each gives shape to the author’s way of describing
and doing an evaluation. Then there is the simple definition: to organize (a commu-
nity, government, etc.). The authors’ prescriptions and advice serve to “organize” a
program evaluation. Finally, there is the meaning fo train or mould (aperson)toa mode
of life. Chapters in the book can be regarded as a first step in training or moulding
future generations of evaluators according to particular viewpoints of what consti-
tutes evaluation and how to go about the act of evaluating.

METAPHORS INFLUENCING EDUCATIONAL EVALUATION

The way we perceive education in general and schools in particular is greatly influ-
enced by prevailing metaphors. Metaphors give shape to ideas and concepts; they
are linguistic tools for seeing, understanding, and experiencing one kind of thing in
terms of another (Lakoff & Johnson, 1980). Our metaphors and figural language
influence the way we understand and talk about education; they create mind-sets
and influence behavior towards school and teachers; they also influence the kinds
of questions we ask about educational programs. Most importantly, in terms of this
chapter, metaphors influence the way we think about and design evaluations of edu-
cational programs.

The Factory Model

Since the middle of the nineteenth century, a consistent and powerful class of defin-
ing metaphors for schooling has been that associated with factories, engineering,
assembly lines, production, machines, and, more recently, technology. The metaphor
of schools as factories emerged from a defining social movement of the early nine-
teenth century: industrial capitalism’s developing commitment to standardization,
uniformity, precision, clarity, quantification, and rational tactics. This movement
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began with the development of the technology of interchangeable parts by the Army
Ordnance Department, and eventually spread to the manufacture of a host of mass—
produced products in the twentieth century (Smith, 1987, Staudenmaier, 1985,
1989). The factory model, with its techniques of conformity and “the perpetual
supervision of behavior and tasks” (Kritzman, 1990), eventually came to be held in
high esteem by educational administrators. As one observer has commented, “Like
the manager of a cotton mill, the superintendent of schools could supervise employ-
ees, keep the enterprise technically up to date, and monitor the uniformity and
quality of the product” (Tyack, 1974, p. 41). (This description sounds like a precur-
sor to the decision-oriented evaluation model.) Within this view of schools, stan-
dardized testing became an important technique for superintendents to monitor
output and hold students and educators accountable.
The factory metaphor plays out like this:

e The curriculum is the means of production.

* The student is the raw material to be transformed into a finished and useful
product.

* The teacher is a highly skilled technician.

* The outcomes of production are carefully plotted in advance according to
rigorous design specifications.

¢ Certain means prove wasteful and are discarded in favor of more efficient
ones.

+ Great care is taken to see that raw materials of a particular quality or com-
position are channelled into the proper product system.

* No potentially useful characteristic of the raw material is wasted.

+ Prospective employers are the consumers of the finished product. (Kliebard, 1972)

The factory metaphor of schooling persists to this day, not in the “dumbed down”
assembly line of the past where teachers perform routine repetitive acts, but in a
new kind of factory metaphor, the “high tech assembly line,” where teachers trouble-
shoot and problem-solve (Doyle, 1991). This post-modern conceptualization can be
regarded as a bow to the movement from an industrial society to that of a post-
industrial, global information-based society; but the root metaphor has changed little.
Not surprisingly, and rooted in the metaphor, business and commercial terms such
as outputs, bottom line, deregulation, accountability, destandardization, competition,
and free market forces permeate current educational reform proposals.

The factory metaphor, and its close cousin technological production, have embed-
ded in them the mind set of instrumental rationality. This view of the world influ-
ences the way in which people who subscribe to either of these related metaphors
think about social programs in general, and schools and teachers in particular. In
this world view, reality is based on empirical knowledge and is governed by tech-
nical rules; we can make predictions about physical or social events; we can manip-
ulate and control the environment; no part of the work/curriculum process is
unique and each part is reproducible; everything in the curriculum can be analysed



22 1. Program Evaluation: An Introduction

into constituent, interdependent parts; and a worker’s/teacher’s activity can be eval-
uated in quantifiable terms (Bowers, 1977; Ewert, 1991).

Such a mind set tends to view education as a means to an end, e.g., as produc-
ing an educated workforce or making the country more competitive. Further, teach-
ing and learning are seen as means to desired ends, elements in a system that can,
in principle, be controlled. In this world view, teaching is regarded as a skilled craft
based on technical expertise; problems with student learning can be dealt with by
applying appropriate techniques; and education can be improved by a more com-
plete mapping of cause and effect relationships in the teaching learning process
(Ewert, 1991).

Factory or technology metaphors, however, appear to fall short when we con-
sider the reality of schools. Schools are not places where things are mass-produced;
teachers are not assembly-line workers (hi-tech or otherwise), trouble-shooters, or
robots; educated persons are not stamped out or assembled, and they do not come
with warrantees. Books such as Tracy Kidder’s Among Schoolchildren (1989), Philip
Jackson’s Life in Classrooms (1990), and Ted Sizer’s Horace’s School (1992) provide con-
vincing testimony that schools are extremely complex, organic, densely-packed social
systems, As one of these observers put it,

[The teacher] is engaged in a process that is qualitatively unlike the descriptions implied in
learning theories and in... the engineering view of educational progress. . .. As typically
conducted, teaching is an opportunistic process. That is to say, neither the teacher nor his
students can predict with any certainty exactly what will happen next. Plans are forever going
awry and unexpected opportunities for the attainment of educational goals are consistently
emerging. The seasoned teacher seizes upon these opportunities and uses them to his and his
student’s advantage. (Jackson, 1990, p. 166)

Nonetheless, the factory metaphor continues to shape the way we think about
educational programs and the way we evaluate these programs. The goal-oriented
approach, which is the oldest and perhaps most widely used model of program eval-
uation in education (see Chapters 4 & 5, this volume), fits in this mold. It focuses
on the intuitively appealing concept that the function of evaluation is to determine
the extent to which an educational program has achieved predetermined goals or
objectives. The experimental or field trail model for evaluation (see Chapter 8, this
volume) with its randomized assignment of subjects to standard treatments to assist
causal inferences about the efficacy of treatments also fits comfortably within
production and technological metaphors of schooling. Various decision-oriented
or management-oriented evaluation models which focus on inputs, processes, and
products (see Chapters 7 & 16, this volume) also embody many of the concepts
underlying the production/technological metaphors used to describe schools.

Alternatives to the Factory Model

Dissatisfaction with quantitative and mechanistic approaches to evaluation—with
their emphasis on paper-and-pencil techniques to measure operationally-defined
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objectives and the decomposition of programs into inputs, processes, and out-
comes—eventually spawned a number of new approaches which are generally
referred to as naturalistic or responsive. In effect, proponents of the naturalistic
approach start out from a different set of metaphors for schooling than do tradi-
tionalists and would be more comfortable with other metaphors of schooling.

As an antidote to the factory metaphor, and to illustrate how an alternative
metaphor would demand a different conceptualization of schooling and the evalu-
ation process, we might explore the metaphor of schooling as travel'. The metaphor
suggests that the curriculum is a route over which students travel; the teacher is an
experienced guide and companion; each traveller will be affected differently by the
journey; effects are at least as much a function of the predilections, intelligence,
interests, and intent of the traveller as of the contours of the route; this variability
is not only inevitable, but wondrous and desirable; no effort is made to anticipate
the exact nature of the effect on the traveller, but a great effort is made to plot the
route so that the journey will be as rich, as fascinating, and as memorable as pos-
sible (Kliebard, 1972).

If one uses the metaphor of travel rather than that of the factory to describe
education, the ways in which we think about evaluation—the questions we ask, the
nature of evidence and how we gather it—change radically. For example, consider
a new district-wide whole-language program, where language arts instruction is
integrated into a theme-based curriculum. Among the explicitly stated program
goals are improved reading and writing skills. An evaluator whose views of the
educational process are strongly colored by the factory or production metaphor will
focus the evaluation effort almost exclusively on the stated bottom line: Did reading
and writing skills improve? He/she will strive to reach a summary judgment by first
operationalizing the program goals (that is, defining the goals in measurable terms)
and then measuring their degree of attainment for all students in a uniform manner.
This is the goals-oriented approach to evaluation.

An evaluator who likens education to travel will adopt a different approach. Since
his/her view of education celebrates the uniqueness of each individual’s educational
experience and recognizes the unpredictability of the effects of education, he/she
will not focus the data collection and analysis on reaching a summary statistic about
overall accomplishment of predetermined goals. Rather he/she will show a concern
with program processes and with differential impacts on different individuals and
groups of individuals. Data will be collected in an ongoing manner, perhaps through
in-depth observation or interviews. Such an evaluation might, for example, report
multiple indicators of multiple program effects at different sites and for different
groups. It might include a detailed case study of how the program was implemented
at several sites in the district, so that a reader could understand why the program
did or did not work well, with what groups, and under what conditions. Such
procedures characterize the naturalistic or responsive approach to evaluation (see
Chapters 12, 18, 19, & 20, this volume).

Naturalistic evaluations center on activities, transactions, and effects occurring
within the program rather than on program goals. Their focus is not determined in
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advance, as it is in goal-oriented, experimental, and certain aspects of the decision-
oriented models (which have, for that reason, been termed “preordinate” models).
Rather, evaluation design and focus emerge through observation of program trans-
actions; eventually, through an iterative process, themes or issues surface that the
evaluator and other interested parties agree should be addressed. Naturalistic models
of evaluation develop evidence on both sides of an issue and are sensitive and
responsive to different information needs and to the value positions of different
audiences. They attempt to describe the characteristics and nature of engagements
between program participants—students and teachers, for example. They strive to
provide a rich, thick, illuminating, comprehensive, qualitative description of the
program—one aimed at awakening audiences to unseen dimensions of the program.
Their intent is to illuminate and clarify what is actually going on, so that program
participants can discern and reflect on what they are doing (Denny, 1978; Eisner,
1983, 1991).

Methods employed by naturalistic evaluators differ from the quantitative,
statistical methods typically used in preordinate evaluations. Naturalistic evaluators
use techniques that have long been associated with disciplines such as anthro-
pology: long-term, direct observation; open-ended interviews; document or artefact
analysis; and in-depth case studies. Indirect paper-and-pencil data collection is
not taboo, and might be employed to confirm conclusions drawn from qualitative
data.

Ways of Knowing

The following two quotations, neither from the world of formal evaluation or phi-
losophy, may help illustrate the deep-seated nature of contrasting worldviews on
what is important to know. The first from the writings of Romano Guardini is
general in nature. He points out that:

. .. there are two ways of knowing. The one sinks into a thing and its context. The aim is
to penetrate, to move within, to live with. The other, however, unpacks, tears apart, arranges
in compartments, takes over and rules. . . . [this] knowledge does not inspect; it analyzes. It
does not construct a picture of the world, but a formula. Its desire is to achieve power so as
to bring force to bear on things, a law that can be formulated rationally. . . . the first way of
ruling began with investigation, then noted connections, unleashed forces, realized possibili-
ties, emphasized what it desired, and, stressing this, repressed other things. It was a knowing,
validating, stimulating, directing, and underlining of natural forces and relations. (Guardini,
1994, pp. 43-45)

The second excerpt is from the world of ethnomusicology and is more specific and
poignant. The folk song collector A. L. Lloyd offers this description of conflicting
worldviews:

One afternoon in a sombre room of the Ethnographical Museum of Budapest a well-known
folklorist. . . played his visitor a recording of a Csango-Magyar ballad singer from Moldavia.
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Her song was tragic and she performed it with a fine contained passion, in a way that showed
she was totally immersed in the sense of the song. The visitor remarked on the poignant
quality of the rendition and the learned professor gave him a sharp look and said: “Surely by
now you know that the sound of folkmusic is meaningless? It’s not until we have it down
in precise notation and can see what’s happening inside the mould of the melody that it
comes to have any significance at all.” For him, what the song meant to the singer was irrel-
evant; that it brought her almost to tears was a detail not worth inquiring into; the woman
was a mere accessory and her heart, mind, voice were superfluities, unnecessary to take into
account; pitch and duration were all that mattered. He was a good man for Kelvin’s princi-
ple: What we measure can be understood. (Lloyd, 1967, p. 17)

Which Model Should We Choose?

The moral in the examples we considered is that one should carefully consider the
implications of using a particular metaphor in talking about schooling since it will
affect how one considers evaluation. This can be difficult since our metaphors are
often not explicit but are embedded deep within our consciousness. Nevertheless,
it is worth the effort to examine the language one uses for linguistic traps when
one talks about educational programs.

Which model then should we choose for the evaluation of our education pro-
jects? The emphatic answer is, “None of the above; that’s the wrong question to
ask.” Rather than starting from a pet approach, we should begin with a considera-
tion of the evaluation questions that could be addressed, the issues that must be
addressed, and the available resources. Each evaluation approach has its particular
strengths that can help illuminate different aspects of a program. Within the limita-
tions of the budget, pick and choose features from various models that can provide
the best evidence to answer questions about the project. For example, consider com-
bining test data from a goals-oriented approach, resource allocation data from the
decision-oriented approach, and observational and interview data from the natural-
istic approach.

Such eclecticism can be seen in the musical analogy of schools or classrooms as
a magam which in music [substitute teaching] is:

. . a kind of skeleton or, better, scaffolding of melody which the musician [teacher] observ-
ing certain rules, is able to fill in for [him/herself] according to [his/her] fantasy and the
mood of the moment. For westerners, the clearest, most familiar example of the maqam prin-
cipal is provided by the Blues, always the same yet always different, a well-known, well-worn
frame apt for any extemporization . . . unfixed by print or other control, nourished by con-
stant variation, having no single “authentic” form but somewhat altering from singer to singer
[teacher to teacher] and even from verse to verse [lesson to lesson or pupil to pupil] are
made on the maqgam principle, with its balance of constraint with freedom, fixed model with
fluid treatment, communal taste with individual fantasy, traditional constancy with novel cre-
ative moments, sameness with difference. (Lloyd, 1967, p. 63)

Only an evaluation drawing on the best from various models can document the
effects of the complexity of the teaching maquim: constraint with freedom, com-
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munal taste with individual fantasy, fixed model with fluid treatment, traditional con-
stancy with novel creative moments, sameness with difference.

DEFINITIONS OF EVALUATION

We now present a collection of definitions of program evaluation culled from the
writings of evaluation theorists and practitioners, past and present. The definitions
are grouped under the model name or evaluation approach from which they came.
The range of definitions is meant to show the diversity of ideas within the field on
the fundamental concept of what constitutes “program evaluation.” It is not meant
to be inclusive or definitive and, despite the fact that there are numerous defini-
tions, in the interest of space only one definition in each category is offered. This
is not to imply that it is necessarily the best definition for that category, but it is
representative. The definitions run the gamut of viewpoints from:

* modernity to post-modernity

* rationalistic to naturalistic

» elementistic/reductionist to holistic

* meta-narratives to no such thing as meta-narratives

* prediction to illumination

* knowing to feeling

s control to empowerment

* knowledge producing to experience producing

+ evaluative inquiry to evaluative technology

« measurement/quantification to qualitative description
¢ proof to persuasion

* evaluator makes judgement of merit or worth to client makes such judgements

The definitions reveal the range of epistemological and ideological positions that
exist among theorists on the nature of evaluation, how to conduct one, and how
to present and use results. These positions are analogous to the range of theologi-
cal and doctrinal positions that characterize Christianity and split the field into com-
peting major denominations and minor sects. While we will not comment
individually on the definitions, the reader is invited to think about the underlying
world-view contained in each definition, the prevailing metaphor(s) for human ser-
vices or education that the theorist might implicitly embrace, what does the defi-
nition reveal about the probable techniques that would be used in the conduct of
the evaluation, what kinds of evidence would be valued or denigrated, and what
uses might be made of the evaluation findings?

Objective/Goals-Based

Goal-Achievement Model (of evaluation). The idea that merit of the program (or person) is
to be equated with success in achieving a stated goal.

Goal-Based Evaluation (GBE) is based and focused on knowledge of the goals and objec-
tives of the program, person or product. (Scriven, 1980a, p. 59)



2. Models, Metaphors, and Definitions in Evaluation 27

Experimental/Field Trials

In its simplest form, the experimental method may be characterized as a three-stage process.
Initially, two groups of people . . . are drawn at random from a single, well-defined popula-
tion. Then, one group is administered the treatment (program) of interest while the second
group is not. . . . Finally, measurements are made to determine how some relevant aspects of
behavior following treatment differ from that of the non-treated or comparison group.
(Airasian, 1983, p. 166)

Decision Oriented

Decision-oriented educational research (DOER) is designed to help educators as they
consider issues surrounding educational policy, as they establish priorities for improving
educational systems, or as they engage in the day-to-day management of educational
systems.

DOER is not designed to clarify or defend particular theoretical notions but, rather, is a
very applied research designed to inform the day-to-day guidance of educational systems.
It does involve what the verb “research” implies: “to search or investigate exhaustively,” but
it is not what is generally considered to be scientific research. (Cooley & Bickell, 1986,
pp- 3 & 13)

Consumer Oriented

The purpose of a consumer study is to judge the relative merits of alternative educational
goods and services and, thereby, to help taxpayers and practitioners to make wise choices in
their purchase of those goods and services. (Stufflebeam & Webster, 1983, pp. 33-34)

Cost-Based Evaluation

A Cost Feasibility Analysis informs decision makers of the resources necessary for imple-
mentation and continued operation of a particular program. The relevant question addressed
in a cost-feasibility analysis is “Can we afford to implement and operate this particular
program?” Estimating cost to determine the cost feasibility of a program is an essential step
in deciding whether the initiative is a reasonable alternative to consider given the resource
base of the community.

Cost-Effectiveness Analysis is the systematic process of integrating information on the costs
and effects of various alternatives to identify the option that most efficiently utilizes limited
resources to produce a particular outcome or set of outcomes. This type of analysis answers
the question: “Should we support one program rather than another?”

Cost-Benefit Analysis can be conducted for a single program to provide information on
the degree to which an intervention is worth the investment. Here the relevant question is:
“To what degree do the benefits of this program outweigh the costs?” Using this approach,
costs and benefits are presented in monetary units, and are combined in a cost-benefit ration.
If benefits outweigh costs (cost-benefit ratio is less than one), the program is economically
desirable. If costs outweigh benefits (ratio is greater than one), the program is not econom-
ically desirable (Rice, 1997, pp. 309 & 310).

Legal Model

Based on the evidence presented, the panel deliberates and makes it recommendations. (Wolf,
1983, p. 194)



28 1. Program Evaluation: An Introduction

Management Theory Based

The “Balanced Scorecard” for motivating and measuring business and performance
[embodies] four perspectives—financial, customer, internal business processes, and learning
and growth—([to] provide a balanced picture of current operating performance as well as
the drivers of future performance. . .. The Balanced Scorecard provides executives with a
comprehensive framework that can translate a company’s vision and strategy into a coherent
and linked set of performance measures. The measures should include both outcome
measures and the performance drivers of those outcomes. By articulating the outcomes the
organization desires as well as the drivers of those outcomes, senior executives can channel
the energies, the abilities, and the specific knowledge held by people throughout the
organization towards achieving the business’s long-term goals. (Kaplan & Norton, 1996,
pp- 1,3 & 4)

Internal Evaluation

Internal evaluation is characterized by the use of internal staff or of contractors closely bound
to an organization to conduct evaluation activities. The usual focus of internal evaluation is
programs or problems of direct relevance to the organisation’s internal management. In con-
trast to external evaluations, those responsible for internal evaluations are often charged with
remedying problems, not only with diagnosing them and developing recommendations. (Love,
1983, p. 1)

External Evaluation

An external evaluator is someone who is at least not on the project or program regular staff.
... It is better if they are not even paid by the project or by any entity with a prior pref-
erence for the success or failure of the project. Where or to whom the external evaluator
reports is what determines whether the evaluation is formative or summative, either of which
may be done by external or by internal evaluators . . . and both of which should be done by
both. (Scriven, 1980a, pp. 70 & 54)

Formative/Summative Evaluation

Formative evaluation is conducted during the development or improvement of a program or
product (or person, etc.). It is an evaluation which is conducted for the in-house staff of the
program and normally remains in-house; but it may be done by an internal or an external
evaluator or (preferably) a combination. The distinction between formative and summative
has been well summed up in a sentence of Bob Stake: “When the cook tastes the soup, that’s
formative; when the guests taste the soup, that’s summative.”

Summative evaluation of a program is conducted after completion and for the benefit of
some external audience or decision-maker (e.g., funding agency, or future possible users),
though it may be carried out by either internal or external evaluators or both. For reasons
of credibility, it is much more likely to involve external evaluators than is a formative
evaluation. (Scriven, 1980a, p. 129-30)

Social Science Theory Based

The concept of grounding evaluation in theories of change takes for granted that social
programs are based on explicit or implicit theories of change and about how and why the
program will work. . . . The evaluation should surface those theories and lay them out in as
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fine detail as possible, identifying all the assumptions and sub-assumptions built into the
program. The evaluators then construct methods for data collection and analysis to track the
unfolding of the assumptions. The aim is to examine the extent to which program theories
hold. The evaluation should show which of the assumptions underlying the program break
down, where they break down, and which of the several theories are best supported by the
evidence. (Weiss, 1995, pp. 66-67)

Merit Oriented

Evaluation is the systematic and objective determination of the worth or merit of an
object.
Merit: The excellence of an object as assessed by its intrinsic qualities or performance.
Worth: The value of an object in relationship to a purpose. (Joint Committee, 1994,
pp. 205, 207 & 210).

Responsive

An educational evaluation is responsive if it orients more directly to program activities than
to program intents, if it responds to audience requirements for information, and if the dif-
ferent value perspectives of people are referred to in reporting the success and failure of the
program. (Stake, 1983, p. 292)

Inquiry Oriented

Investigative journalism is journalism focused on processes that requires the exposure or expli-
cation of elements or aspects that are wholly or partly secret, less accessible, less observable,
or more logistically burdensome to ferret out, that seeks to redress imbalance inimical to the
public interest, and that results from the personal efforts of the journalists involved. (Guba,
1981b, p. 183)

Empowerment Evaluation

Empowerment evaluation is the use of evaluation concepts, techniques, and findings to
foster improvement and self-determination. It employs both qualitative and quantitative
methodologies.

Empowerment evaluation has an unambiguous value orientation—it is designed to help
people help themselves and improve their programs using a form of self-evaluation and
reflection.

Empowerment evaluation is necessarily a collaborative group activity, not an individual
pursuit. (Fetterman, 1996, p. 4-5)

Naturalistic Evaluation

Naturalistic (evaluation or methodology) is an approach which minimizes much of the
paraphernalia of science e.g. technical jargon, prior technical knowledge, statistical infer-
ence, the effort to formulate general laws, the separation of the observer from the
subject, the commitment to a single correct perspective, theoretical structures, causes,
predictions and prepositional knowledge. Instead there is a focus on the use of metaphor,
analogy, informal (but valid) inference, vividness of description, reasons, explanations,
inter-activeness, meanings, multiple (legitimate) perspectives, tacit knowledge. (Scriven, 1980a,
p. 59)
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The Critic/The Connoisseur

I conceive the major contribution of evaluation to be a heightened awareness of the quali-
ties of classroom life so that teachers and students can become more intelligent within it.
Connoisseurship plays an important role towards this end by refining the levels of appre-
hension of the qualities that pervade classrooms. To be a connoisseur of wine, bicycles, or
graphic arts is to be informed about their qualities; it means being able to discriminate the
subtleties among types of wine, bicycles, and graphic arts by drawing upon a gustatory, visual,
and kinaesthetic memory against which the particulars of the present may be placed for pur-
poses of comparison and contrast. Connoisseurs of anything—and one can have connois-
seurship about anything—appreciate what they encounter in the proper meaning of that word.
Appreciation does not necessarily mean liking something, although one might like what one
experiences. Appreciation here means an awareness and an understanding of what one has
experienced. Such an awareness provides the basis for judgment.

If connoisseurship is the art of appreciation, criticism is the art of disclosure. Criticism, as
Dewey pointed out in Art as Experience, has at its end the re-education of perception. What
the critic strives for is to articulate or render those ineffable qualities constituting art in a
language that makes them vivid. (Eisner, 1983, pp. 339-40)

Expository Storytelling

Portraiture is a genre whose methods are shaped by empirical and aesthetic dimensions, whose
descriptions are often penetrating and personal, whose goals include generous and tough
scrutiny. It is a sensitive kind of work that requires the perceptivity and skill of a practiced
observer and the empathy and care of a clinician. (Lightfoot, 1983, p. 369)

INluminative Evaluation

The primary concern of illuminative evaluation is with the description and interpretation
rather than measurement and prediction. Its aims are to study the innovatory program: how
it operates; how it is influenced by the various school situations in which it is applied; whose
those directly concerned regard as its advantages and disadvantages; and how students’ intel-
lectual tasks and academic experiences are most affected. It aims to discover and document
what it is like to be participating in the scheme, whether as a teacher or pupil; and, in addi-
tion, to discern and discuss the innovation’s most significant features, recurring concomitants
and critical processes. (Parlett & Hamilton, 1977, p. 10)

Evaluation As Persuasion

Evaluation

Is an act of persuasion

Persuades rather than convinces

Argues rather than demonstrates

Is credible rather than certain

Is variably accepted rather than compelling

Is less certain, more particularized. (House, 1983, pp. 45-64)

NOTE

1. Two other metaphors that underlie some views of the educational process are gardening and med-
icine. If schools are gardens, then teachers are gardeners, whose job it is to nurture each individual
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student/plant by giving it individualized care (that is, the right amount of water, appropriately timed
pruning, staking if necessary) and ensuring that it enjoys ideal conditions (sunlight, proper soil acidity)
so that it can bloom and thrive (Kliebard, 1972). In marked contrast is the medical metaphor, in which
the teacher/doctor diagnoses what is wrong with the student/patient, and prescribes remedying treat-

ment/instruction. The medical metaphor, like the factory one subscribes to the concept of instrumental
rationality.



3. FOUNDATIONAL MODELS FOR 21*
CENTURY PROGRAM EVALUATION*

DANIEL L. STUFFLEBEAM

INTRODUCTION

Evaluators today have available many more evaluation approaches than in 1960. As
they address the challenges of the 21* century, it is an opportune time to consider
what 20" century evaluation developments are valuable for future use and which
ones would best be left behind. I have, in this chapter, attempted to sort 22 alter-
native evaluation approaches into what fishermen sometimes call the “keepers” and
the “throwbacks.” More importantly, I have characterized each approach; assessed its
strengths and weaknesses; and considered whether, when, and how it is best applied.
The reviewed approaches emerged mainly in the U.S. between 1960 and 1999.

20" Century Expansion of Program Evaluation Approaches

Following a period of relative inactivity in the 1950s, a succession of international
and national forces stimulated the expansion and development of evaluation theory
and practice. The main influences were the efforts to vastly strengthen the U.S.
defense system spawned by the Soviet Unions 1957 launching of Sputnik I; the
new U.S. laws in the 1960s to equitably serve minorities and persons with disabil-
ities; Federal government evaluation requirements of the Great Society programs ini-
tiated in 1965; the U.S. movement begun in the 1970s to hold educational and
social organizations accountable for both prudent use of resources and achievement

*This chapter is a condensed version of a manuscript prepared for the Western Michigan University Evaluation Center’s
Occasional Papers Series.
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Publishers. Boston. All rights reserved.
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of objectives; the stress on excellence in the 1980s as a means of increasing U.S.
international competitiveness; and the trend in the 1990s for various organizations,
both inside and outside the U.S., to employ evaluation to ensure quality, competi-
tiveness, and equity in delivering services. In pursuing reforms, American society has
repeatedly pressed schools and colleges, health-care organizations, and various social
welfare enterprises to show through evaluation whether or not services and
improvement efforts were succeeding.

The development of program evaluation as a field of professional practice was
also spurred by a number of seminal writings. These included, in chronological order,
publications by Tyler (1942b, 1950, 1966), Campbell and Stanley (1963), Cronbach
(1963), Stufflebeam (1966, 1967), Scriven (1967), Stake (1967), Suchman (1967),
Alkin (1969), Guba (1969), Provus (1969), Stufflebeam et al. (1971), Parlett and
Hamilton (1972), Weiss (1972), Eisner (1975), Glass (1975), Cronbach and Asso-
ciates (1980), House (1980), and Patton (1980). These and other authors/scholars
began to project alternative approaches to program evaluation. Over the years, a rich
literature on a wide variety of alternative program evaluation approaches developed
(see, for example, Cronbach [1982]; Guba and Lincoln [1981, 1989]; Nave, Miech,
and Mosteller [1999], Nevo [1993]; Patton [1982, 1990, 1994, 1997]; Rossi and
Freeman [1993]; Schwandt [1984]; Scriven [1991, 1993, 1994a, 1994b, 1994c];
Shadish, Cook, and Leviton [1991]; Smith, M. F. [1989]; Smith, N. L. [1987]; Stake
[1975b, 1988, 1995]; Stufflebeam [1997]; Stufflebeam and Shinkfield [1985];Wholey,
Hatry, and Newcomer [1995]; Worthen and Sanders [1987, 1997]).

Evaluation Models And Approaches

The chapter uses the term evaluation approach rather than evaluation model because,
for one reason, the former is broad enough to cover illicit as well as laudatory prac-
tices. Also, beyond covering both creditable and noncreditable approaches, some
authors of evaluation approaches say that the term model is too demanding to cover
their published ideas about how to conduct program evaluations. But for these two
considerations, the term model would have been used to encompass most of the
evaluation proposals discussed in this chapter. This is so because most of the pre-
sented approaches are idealized or “model” views for conducting program evalua-
tions according to their authors’ beliefs and experiences.

Need to Study Alternative Approaches

The study of alternative evaluation approaches is important for professionalizing
program evaluation and for its scientific advancement and operation. Professionally,
careful study of program evaluation approaches can help evaluators legitimize
approaches that comform with sound principles of evaluation and discredit those
that do not. Scientifically, such a review can help evaluation researchers identify,
examine, and address conceptual and technical issues pertaining to the development
of the evaluation discipline. Operationally, a critical view of alternatives can help
evaluators consider, assess, and selectively apply optional evaluation frameworks. The
review also provides substance for evaluation training. The main values in studying
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alternative program evaluation approaches are to discover their strengths and weak-
nesses, decide which ones merit substantial use, determine when and how they are
best applied, and obtain direction for improving these approaches and devising better
alternatives.

The Nature of Program Evaluation

The chapter employs a broad view of program evaluation. It encompasses assess-
ments of any coordinated set of activities directed at achieving goals. Examples are
assessments of ongoing, cyclical programs, such as school curricula, food stamps,
housing for the homeless, and annual influenza inoculations; time-bounded projects,
such as development and dissemination of a fire prevention guide; and national,
regional, or state systems of services, such as those provided by regional educational
service agencies. Such program evaluations both overlap with and yet are distin-
guishable from other forms of evaluation, especially evaluations of students, person-
nel, materials, and institutions.

Previous Classifications Of Alternative Evaluation Approaches

In analyzing the 22 evaluation approaches, prior assessments regarding program
evaluation’s state of the art were consulted. Stake’s (1974) analysis of nine
program evaluation approaches provided a useful application of advance organizers
(the types of variables used to determine information requirements) for ascertain-
ing different types of program evaluations. Hastings’ (1976) review of the growth
of evaluation theory and practice helped to place the evaluation field in a histori-
cal perspective. Guba’s (1976) presentation and assessment of six major philosophies
in evaluation was provocative. House’s (1983) analysis of approaches illuminated
important philosophical and theoretical distinctions. Scriven’s (1991, 1994a) writings
on the transdiscipline of evaluation helped to sort out different evaluation
approaches; it was also invaluable in seeing the approaches in the broader context
of evaluations focused on various objects other than programs. The book Evaluation
Models (Madaus, Scriven, & Stufflebeam, 1983) provided a previous inventory and
analysis of evaluation models. All of the assessments helped sharpen the issues
addressed.

Program Evaluation Defined

In characterizing and assessing evaluation approaches, the various kinds of activities
conducted in the name of program evaluation were classified on the basis of their
degree of conformity to a particular definition of evaluation. In this chapter, eval-
uation means a study designed and conducted to assist some audience to assess an object’s
merit and worth. This definition should be widely acceptable as it agrees with
common dictionary definitions of evaluation; it is also consistent with the defini-
tion that underlies published sets of professional standards for evaluations (Joint
Committee on Standards for Educational Evaluation, 1981b, 1994). However, it will
become apparent that many studies done in the name of program evaluation either
do not conform to this definition or directly oppose it.
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Classification and Analysis of the 22 Approaches

Using the above definition of evaluation, program evaluation approaches were clas-
sified into four categories. The first category includes approaches that promote
invalid or incomplete findings (referred to as pseudoevaluations), while the other
three include approaches that agree, more or less, with the definition (i.e., Ques-
tions/Methods-Oriented, Improvement/ Accountability, and Social Agenda/Advo-
cacy). Of the 22 program evaluation approaches that are described, two are classified
as pseudoevaluations, thirteen as questions/methods-oriented approaches, three as
improvement/accountability-oriented approaches, and four as social agenda/
advocacy-directed approaches.

Each approach is analyzed in terms of ten descriptors: (1) advance organizers, that
is, the main cues that evaluators use to set up a study; (2) main purpose(s) served;
(3) sources of questions addressed; (4) questions that are characteristic of each study
type; (5) methods typically employed; (6) persons who pioneered in conceptualiz-
ing each study type; (7) other persons who have extended development and use of
each study type; (8) key considerations in determining when to use each approach;
(9) strengths of the approach; and (10) weaknesses of the approach. Using these
descriptors, comments on each of the 22 program evaluation approaches are pre-
sented. These assessments are then used to reach conclusions about which approaches
should be avoided, which are most meritorious, and under what circumstances the
worthy approaches are best applied.

Caveats

I acknowledge, without apology, that the assessments of approaches and the entries
in the summary chart in this chapter are based on my best judgments. I have taken
no poll, and no definitive research exists, to represent a consensus on the charac-
teristics and strengths and weaknesses of the different approaches. My analyses reflect
35 years of experience in applying and studying different evaluation approaches.
Hopefully, these will be useful to evaluators and evaluation students at least in the
form of working hypotheses to be tested.

I have mainly looked at the approaches as relatively discrete ways to conduct eval-
uations. In reality, there are many occasions when it is functional to mix and match
different approaches. A careful analysis of such combinatorial applications no doubt
would produce several hybrid approaches that might merit examination. That analy-
sis is beyond the scope of this chapter.

PSEUDOEVALUATIONS

Because this chapter is focused on describing and assessing the state of the art in
evaluation, it is necessary to discuss bad and questionable practices, as well as the
best efforts. Evaluators and their clients are sometimes tempted to shade, selectively
release, or even falsify findings. While such efforts might look like sound evalua-
tions, they are aptly termed pseudoevaluations if they fail to produce and report to
all right-to-know audiences valid assessments of merit and worth.
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Pseudoevaluations often are motivated by political objectives. For example, persons
holding or seeking authority may present unwarranted claims about their achieve-
ments and/or the faults of their opponents, or hide potentially damaging informa-
tion. These objectionable approaches are presented because they deceive through
evaluation and can be used by those in power to mislead constituents or to gain
and maintain an unfair advantage over others, especially persons with little power.
If evaluators acquiesce to and support pseudoevaluations, they help promote and
support injustice, mislead decision making, lower confidence in evaluation services,
and discredit the evaluation profession.

Approach 1: Public Relations-Inspired Studies

The public relations approach begins with an intention to use data to convince con-
stituents that a program is sound and effective. Other labels for the approach are
“ideological marketing” (see Ferguson, June 1999), advertising, and infomercial. The
public relations approach may meet the standard for addressing all right-to-know
audiences but fails as a legitimate evaluation approach, because typically it presents
a program’s strengths or an exaggerated view of them but not its weaknesses.

The advance organizer is the propagandist’s information needs. The study’s
purpose is to help the program director/public relations official project a convinc-
ing, positive public image for a program. The guiding questions are derived from
the public relations specialists’ and administrators’ conceptions of which questions
constituents would find most interesting. In general, the public relations study seeks
information that would most help an organization confirm its claims of excellence
and secure public support. From the start, this type of study seeks not a valid assess-
ment of merit and worth but information to help the program “put its best foot
forward.” Such studies avoid gathering or releasing negative findings.

Typical methods used in public relations studies are biased surveys; inappropriate
use of norms tables; biased selection of testimonials and anecdotes; ‘“massaging” of
obtained information; selective release of only the positive findings; reporting central
tendency, but not variation; cover-up of embarrassing incidents; and the use of
“expert” advocate consultants. In contrast to the “critical friends” employed in Aus-
tralian evaluations, public relations studies use “friendly critics.” A pervasive charac-
teristic of the public relations evaluator’s use of dubious methods is a biased attempt
to nurture a good picture for a program. The fatal flaw of built-in bias to report
only good things offsets any virtues of this approach. If an organization substitutes
biased reporting of only positive findings for balanced evaluations of strengths and
weaknesses, it soon will demoralize evaluators who are trying to conduct and report
valid evaluations and may discredit its overall practice of evaluation.

By disseminating only positive information on a program’s performance while
withholding information on shortcomings and problems, evaluators and clients may
mislead taxpayers, constituents, and other stakeholders concerning the program’s true
value. The possibility of such positive bias in advocacy evaluations underlies the long-
standing policy of Consumers Union not to include advertising by the owners of
the products and services being evaluated in its Consumer Reports magazine. To main-
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tain credibility with consumers, Consumers Union has, for the most part, main-
tained an independent perspective and a commitment to identify and report both
strengths and weaknesses in the items evaluated and not to supplement this infor-
mation with biased ads. (An exception is that the magazine advertizes its own sup-
plementary publications and services.)

A contact with an urban school district illustrates the public relations type
of study. A superintendent requested a community survey for his district. The
superintendent said, straightforwardly, that he wanted a survey that would yield
a positive report on the district’s performance and his leadership. He said such a
positive report was desperately needed at the time to restore the confidence of
the community in the school district and in him. The superintendent did not
get the survey and positive report, and it soon became clear why he thought
one was needed. Several weeks after making the request, he was summarily fired.
Another example occurred when a large urban school district used one set of
national norms to interpret pretest results and another norms table for the posttest.
The result was a spurious portrayal and wrong conclusion that the students’ test
performance had substantially improved between the first and second test
administrations.

Evaluators need to be cautious in how they relate to the public relations activi-
ties of their sponsors, clients, and supervisors. Certainly, public relations documents
will reference information from sound evaluations. Evaluators should persuade their
audiences to make honest use of the evaluation findings. Evaluators should not be
party to misuses, especially in cases where erroneous reports are issued that pre-
dictably will mislead readers to believe that a seriously flawed program is effective.
As one safeguard, evaluators can promote and help their clients arrange to have
independent metaevaluators examine the organization’s production and use of eval-
uation findings against professional standards for evaluations.

Approach 2: Politically Controlled Studies

The politically controlled study is an approach that can be either defensible or inde-
fensible. A politically controlled study is illicit if the evaluator and/or client (a) with-
hold the full set of evaluation findings from audiences who have express, legitimate,
and legal rights to see the findings; (b) abrogate their prior agreement to fully dis-
close the evaluation findings; or (c) bias the evaluation message by releasing only
part of the findings. It is not legitimate for a client first to agree to make the find-
ings of a commissioned evaluation publicly available and then, having previewed the
results, to release none or only part of the findings. If and when a client or evalu-
ator violates the formal written agreement on disseminating findings or applicable
law, then the other party has a right to take appropriate actions and/or seek an
administrative or legal remedy.

Clients sometimes can legitimately commission covert studies and keep the find-
ings private, while meeting applicable laws and adhering to an appropriate advance
agreement with the evaluator. This can be the case in the U.S. for private organi-
zations not governed by public disclosure laws. Furthermore, an evaluator, under
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legal contractual agreements, can plan, conduct, and report an evaluation for private
purposes, while not disclosing the findings to any outside party. The key to keeping
client-controlled studies in legitimate territory is to reach appropriate, legally defen-
sible, advance, written agreements and to adhere to the contractual provisions con-
cerning release of the study’s findings. Such studies also have to conform to
applicable laws on release of information.

The advance organizers for a politically controlled study include implicit or
explicit threats faced by the client for a program evaluation and/or objectives for
winning political contests. The client’s purpose in commissioning such a study is to
secure assistance in acquiring, maintaining, or increasing influence, power, and/or
money. The questions addressed are those of interest to the client and special groups
that share the client’s interests and aims. The main questions of interest to the client
are: What is the truth, as best can be determined, surrounding a particular dispute
or political situation? What information would be advantageous in a potential con-
flict situation? What data might be used advantageously in a confrontation? Typical
methods of conducting the politically controlled study include covert investigations,
simulation studies, private polls, private information files, and selective release of
findings. Generally, the client wants information that is as technically sound as pos-
sible. However, he or she may also want to withhold findings that do not support
his or her position. The strength of the approach is that it stresses the need for accu-
rate information. However, because the client might release information selectively
to create or sustain an erroneous picture of a program’s merit and worth, might
distort or misrepresent the findings, might violate a prior agreement to fully release
findings, or might violate a “public’s right to know” law, this type of study can
degenerate into a pseudoevaluation.

A superintendent of one of the nation’s largest public school districts once con-
fided that he possessed an extensive notebook of detailed information about each
school building in his district. The information related to student achievement,
teacher qualifications, racial mix of teachers and students, average per-pupil expen-
diture, socioeconomic characteristics of the student body, teachers’ average length of
tenure in the system, and so forth. The data revealed a highly segregated district
with uneven distribution of resources and markedly different achievement levels
across schools. When asked why all the notebook’s entries were in pencil, the super-
intendent replied that it was absolutely essential that he be kept informed about
the current situation in each school, but that it was also imperative that the
community-at-large, the board, and special interest groups in the community, not
have access to the information, for any of these groups might point to the district’s
inequities as a basis for protest and even removing the superintendent. Hence, one
special assistant kept the document up-to-date, only one copy existed, and the super-
intendent kept that locked in his desk. The point of this example is not to nega-
tively judge the superintendent’s behavior. However, the superintendent’s ongoing
covert investigation and selective release of information was decidedly not a case of
true evaluation, for what he disclosed to the right-to-know audiences did not fully
and honestly inform them about the observed situation in the district. This example
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may appropriately be termed a pseudoevaluation because it both underinformed and
misinformed the school district’s stakeholders.

Still another example was seen when an evaluator gave her superintendent a
sound program evaluation report, showing both strengths and weaknesses of the tar-
geted program. The evaluator was surprised and dismayed one week later when the
superintendent released to the public a revised version showing only the program’s
strengths.

Cases like these undoubtedly led to the federal and state sunshine laws in
the United States. Under current US. and state freedom of information provi-
sions, most information obtained through the use of public funds must be made
available to interested and potentially affected citizens. Thus, there exist legal
deterrents to and remedies for illicit, politically controlled evaluations that use
public funds.

While it would be unrealistic to recommend that administrators and other eval-
uation users not obtain and selectively employ information for political gain, eval-
uators should not lend their names and endorsements to evaluations presented by
their clients that misrepresent the full set of relevant findings, that present falsified
reports aimed at winning political contests, or that violate applicable laws and/or
prior formal agreements on release of findings. Despite these warnings, it can be
legitimate for evaluators to give private evaluative feedback to clients, provided they
conform with applicable laws, statutes, and policies, and sound contractual agree-
ments on release of findings are reached and honored.

QUESTIONS/METHODS-ORIENTED EVALUATION
APPROACHES (QUASI-EVALUATION STUDIES)
Questions/methods-oriented program evaluation approaches (1) address specified
questions, answers to which may or may not be sufficient to assess a program’s merit
and worth and/or (2) use some preferred method(s). Whether the questions and
methodology are appropriate for developing and supporting value claims is a sec-
ondary consideration. These approaches may employ as their starting points opera-
tional objectives, standardized measurement devices, cost-analysis procedures, expert
judgment, a theory or model of a program, case study procedures, management
information systems, designs for controlled experiments, and/or an overriding com-
mitment to employ a mixture of qualitative and quantitative methods. Most empha-
size technical quality and posit that it is usually better to answer a few pointed
questions well than to attempt a broad assessment of something’s merit and worth.
These studies can be called quasi-evaluation studies, because sometimes they
happen to provide evidence that fully assesses a program’s merit and worth, while
in other cases, their focus is too narrow or is only tangential to questions of merit
and worth. While the approaches are typically labeled as evaluations, they may or
may not meet the requirements of a sound evaluation. Quasi-evaluation studies have
legitimate uses apart from their relationship to program evaluation, since they can
investigate important though narrow questions. The main caution is that these types
of studies not be uncritically equated to evaluation.
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Approach 3: Objectives-Based Studies

The objectives-based study is the classic example of a questions/methods-oriented
evaluation approach. Stufflebeam and Madaus (1988) provided a comprehensive look
at this approach by publishing an edited volume of the classical writings of Ralph
W. Tyler. In this approach, some statement of objectives provides the advance orga-
nizer. The objectives may be mandated by the client, formulated by the evaluator,
or specified by the service providers. The usual purpose of an objectives-based study
is to determine whether the program’s objectives have been achieved. Typical audi-
ences are program developers, sponsors, and managers who want to know the extent
to which each stated objective was achieved.

The methods used in objectives-based studies essentially involve specifying oper-
ational objectives and collecting and analyzing pertinent information to determine
how well each objective was achieved. A wide range of objective and performance
assessments may be employed. Criterion-referenced tests are especially relevant to
this evaluation approach.

Ralph Tyler is generally acknowledged to be the pioneer in the objectives-based
type of study, although Percy Bridgman and E. L. Thorndike should also be cred-
ited (Travers, 1977). Many people have furthered Tylers seminal contribution by
developing variations of his evaluation model. These include Bloom et al. (1956),
Hammond (1972), Metfessel and Michael (1967), Popham (1969), Provus (1971),
and Steinmetz (1983).

The objectives-based approach is especially applicable in assessing tightly focused
projects that have clear, supportable objectives. Even then, such studies can be
strengthened by judging project objectives against the intended beneficiaries’ assessed
needs, searching for side effects, and studying the process as well as the outcomes.

The objectives-based study has been the most prevalent approach in program eval-
uation. It has common-sense appeal; program administrators have had a great amount
of experience with it; and it makes use of technologies of behavioral objectives and
both norm-referenced and criterion-referenced testing. Common criticisms are that
such studies lead to terminal information that is of little use in improving a program
or other enterprise; that the information often is far too narrow to constitute a suf-
ficient basis for judging the object’s merit and worth; that the studies do not uncover
positive and negative side effects; and that they may credit unworthy objectives.

Approach 4: Accountability, Particularly Payment By Results Studies

The accountability study became prominent in the early 1970s. It emerged because
of widespread disenchantment with the persistent stream of evaluation reports indi-
cating that almost none of the massive state and federal investments in educational
and social programs were making any positive, statistically discernable differences.
One proposed solution posited that accountability systems could be initiated to
ensure both that service providers would fulfill their responsibilities to improve ser-
vices and that evaluators would find the programs’ effects and determine which
persons and groups were succeeding and which were not.
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The advance organizers for the accountability study are the persons and
groups responsible for producing results, the service providers’ work responsibilities,
and the expected outcomes. The study’s purposes are to provide constituents with
an accurate accounting of results; ensure, though something akin to intimidation,
that the results are primarily positive; and pinpoint responsibility for good and bad
outcomes. Sometimes accountability programs administer sanctions to the responsi-
ble service providers, depending on the extent and quality of their services and
achievement.

Accountability questions come from the program’s constituents and controllers,
such as taxpayers; parent groups; school boards; and local, state, and national funding
organizations. Their main question concerns whether each involved service provider
and organization charged with responsibility for delivering and improving services
is carrying out its assignments and achieving all it should, given the resources
invested to support the work.

A wide variety of methods have been used to ensure and assess accountability.
These include performance contracting; Program Planning and Budgeting Systems
(PPBS); Management by Objectives (MBO); Zero Based Budgeting; mandated
“program drivers” and indicators; program input, process, output databases; inde-
pendent goal achievement auditors; procedural compliance audits; peer reviews;
merit pay for individuals and/or organizations; collective bargaining agreements;
mandated testing programs; institutional report cards/profiles; self-studies; site visits
by expert panels; and procedures for auditing the design, process, and results of self-
studies. Also included are mandated goals and standards, decentralization and careful
definition of responsibility and authority, payment by results, awards and recogni-
tion, sanctions, takeover/intervention authority by oversight bodies, and competitive
bidding.

Lessinger (1970) is generally acknowledged as a pioneer in the area of account-
ability. Among those who have extended Lessinger’s work are Stenner and Webster
(1971), in their development of a handbook for conducting auditing activities, and
Kearney, in providing leadership to the Michigan Department of Education in devel-
oping the first statewide educational accountability system. Kirst (1990) analyzed the
history and diversity of attempts at accountability in education within the follow-
ing six broad types of accountability: performance reporting, monitoring and com-
pliance with standards or regulations, incentive systems, reliance on the market,
changing locus of authority or control of schools, and changing professional roles.
A recent major attempt at accountability, involving sanctions, was the Kentucky
Instructional Results Information System (Koretz & Barron, 1998). This program’s
failure was clearly associated with fast pace implementation in advance of valida-
tion, reporting and later retraction of flawed results, results that were not compara-
ble to those in other states, payment by results that fostered teaching to tests and
other cheating in schools, and heavy expense associated with performance assess-
ments that could not be sustained over time.

Accountability approaches are applicable to organizations and professionals funded
and charged to carry out public mandates, deliver public services, and implement
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specially funded programs. It behooves these program leaders to maintain a dynamic
baseline of information needed to demonstrate fulfillment of responsibilities and
achievement of positive results. They should focus accountability mechanisms espe-
cially on program elements that can be changed with the prospect of improving
outcomes. They should also focus accountability to enhance staff cooperation toward
achievement of collective goals rather than to intimidate or stimulate counterpro-
ductive competition. Moreover, accountability studies that compare programs should
fairly consider the programs’ contexts, especially beneficiaries’ characteristics and
needs, local support, available resources, and external forces.

The main advantages of accountability studies are that they are popular among
constituent groups and politicians and are aimed at improving public services. They
can also provide program personnel with clear expectations against which to plan,
execute, and report on their services and contributions. They can be designed to
give service providers freedom to innovate on procedures coupled with clear expec-
tations and requirements for producing and reporting on accomplishments. Further,
setting up healthy, fair competition between comparable programs can result in
better services and products for consumers.

A main disadvantage is that accountability studies often result in invidious com-
parisons and thereby produce unhealthy competition and much political unrest and
acrimony among service providers and between them and their constituents. Also,
accountability studies often focus too narrowly on outcome indicators and can
undesirably narrow the range of services. Another disadvantage is that politicians
tend to force the implementation of accountability efforts before the needed instru-
ments, scoring rubrics, assessor training, etc. can be planned, developed, field-tested,
and validated. Furthermore, prospects for rewards and threats of punishment have
often led service providers to cheat in order to assure positive evaluation reports. In
schools, cheating to obtain rewards and avoid sanctions has frequently generated bad
teaching, bad press, turnover in leadership, and abandonment of the accountability
system.

Approach 5: Objective Testing Programs

Since the 1930s, American education has been inundated with standardized, multi-
ple choice, norm-referenced testing programs. Probably every school district in the
country has some such program. The tests are administered annually by local school
districts and/or state education departments to inform students, parents, educators,
and the public at large about the achievements of children and youth. The purposes
of testing are to assess the achievements of individual students and groups of stu-
dents compared to norms and/or standards. Typically, tests are administered to all
students in selected grade levels. Because the test results focus on student outcomes
and are conveniently available, many educators have tried to use the results to eval-
uate the quality of special projects and specific school programs by inferring that
high scores reflect successful efforts and low scores reflect poor efforts. Such infer-
ences can be wrong if the tests were not targeted on particular project or program
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objectives or the needs of particular target groups of students and if students’ back-
ground characteristics were not taken into account.

Advance organizers for standardized educational tests include areas of the school
curriculum, curricular objectives, and specified norm groups. The testing programs’
main purposes are to compare the test performance of individual students and
groups of students to those of selected norm groups and/or to diagnose shortfalls
related to particular objectives. Standardized test results are also often used to
compare the performance of programs and schools and to examine achievement
trends across years. Metrics used to make the comparisons typically are standardized
individual and mean scores for the total test and subtests. The sources of test ques-
tions are usually test publishers and test development/selection committees.

The typical question addressed by testing is whether the test performance of indi-
vidual students is at or above the average performance of local, state, and national
norm groups. Other questions may concern the percentages of students who sur-
passed one or more cut-score standards, where the group of students ranks com-
pared to other groups, and whether achievement is better than in prior years. The
main process is to select, administer, score, interpret, and report the tests.

Lindquist (1951), a major pioneer in this area, was instrumental in developing the
Iowa testing programs, the American College Testing Program, the National Merit
Scholarship Testing Program, and the General Educational Development Testing
Program, as well as the Measurement Research Center at the University of Iowa.
Many individuals have contributed substantially to the development of educational
testing in America, including Ebel (1965), Flanagan (1939), Lord and Novick (1968),
and Thorndike (1971). Innovations to testing in the 1990s include the development
of item response theory (Hambleton & Swaminathan, 1985) and value-added mea-
surement (Sanders & Horn, 1994; Webster, 1995).

If a school’s personnel carefully select tests and use them appropriately to assess
and improve student learning and report to the public, the involved expense
and effort is highly justified. Student outcome measures for judging specific pro-
jects and programs must be validated in terms of the particular objectives and the
characteristics and needs of the students served by the program. However, tests
should not be relied on exclusively for evaluating specially targeted projects and
programs. Results should be interpreted in light of other information on student
characteristics, program implementation, student participation, and other outcome
measures.

The main advantages of standardized-testing programs are that they are efficient
in producing valid and reliable information on student performance in many areas
of the school curriculum and that they are a familiar strategy at every level of the
school program in virtually all school districts in the United States. The main lim-
itations are that they provide data only about student outcomes; they reinforce stu-
dents’ multiple-choice test-taking behavior rather than their writing and speaking
behaviors; they tend to address only lower-order learning objectives; and, in many
cases, they are perhaps a better indicator of the socioeconomic levels of the students
in a given program, school, or school district than of the quality of teaching and
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learning. Stake (1971) and others have argued effectively that standardized tests often
are poor approximations of what teachers actually teach. Moreover, as has been
patently clear in evaluations of programs for both disadvantaged and gifted students,
norm-referenced tests often do not measure achievements well for low and high
scoring students. Unfortunately, program evaluators often have made uncritical use
of standardized test results to judge a program’s outcomes, just because the results
were conveniently available and had face validity for the public. Often, the contents
of such tests do not match the program’s objectives.

Approach 6: Outcomes Evaluation As Value-Added Assessment

Recurrent outcome/value-added assessment is a special case of the use of stan-
dardized testing to evaluate the effects of programs and policies. The emphasis is
often on annual testing at all or a succession of grade levels to assess trends and
partial out effects of the different components of an education system, including
groups of schools, individuals and individual teachers. Characteristic of this approach
is the annual collection of outcome measures based on standardized indicators, analy-
sis to determine what value is being added to the achievements of students served
by particular components of the evaluation system, and reporting of the results for
policy, accountability, and improvement purposes. The main interest is in aggregates,
not performance of individual students. A state education department may annually
collect achievement data from all students (at a succession of grade levels), as is the
case in the Tennessee Value-Added Assessment System. The evaluator may analyze
the data to look at contrasting results for different schools. Results may be further
broken out to make comparisons between curricular areas, teachers, elementary
versus middle schools, size and resource classifications of schools, districts, and areas
of a state. What differentiates the approach from the typical standardized achieve-
ment testing program is the emphasis on sophisticated analysis of data to partial out
effects of system components and identify which ones should be improved and
which ones should be commended and reinforced. Otherwise, the two approaches
have much in common.

Advance organizers in outcome evaluation and employing value-added analysis
are indicators of intended outcomes and a scheme for obtaining and classifying gain
scores in order to examine policy issues and/or program effects. The purposes of
outcome evaluation/value-added assessment systems are to provide direction for
policymaking, accountability to constituents, and feedback for improving programs
and services. The approach also ensures standardization of data for assessment and
improvement throughout a system. The source of questions to be addressed by
outcome evaluation originate from governing agencies, funding organizations,
policymakers, the system’s professionals, and constituents.

One form of outcome evaluation involves value-added assessment, which has been
developed by Sanders and Horn (1994); Webster (1995); Webster, Mendro, and
Almaguer (1994); and Tymms (1995). Illustrative questions addressed in this form of
evaluation are: To what extent are particular programs adding value to students’
achievements? What are the cross-year trends in outcomes? In what sectors of the
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system is the program working best and poorest? What are key, pervasive shortfalls
in particular program objectives that require further study and attention? To what
extent are program successes and failures associated with the system’s groupings
of grade levels? Outcome monitoring involving value-added assessment is probably
most appropriate in well-endowed state education departments and large school
districts where there is strong support from policy groups, administrators, and
service providers to make the approach work. It requires systemwide buy-in;
politically effective leaders to continually explain and sell the program; annual testing
at a succession of grade levels; a smoothly operating, dynamic, computerized base-
line of relevant input and output information; highly skilled technicians to make it
run efficiently and accurately; a powerful computer system; complicated statistical
analysis; and high-level commitment to use the results for purposes of policy
development, accountability, program evaluation, and improvement at all levels
of the system.

The central advantage of outcomes monitoring involving value-added assessment
is in the systematization and institutionalization of a database of outcomes that can
be used over time and in a standardized way to study and find means to improve
outcomes. This approach makes efficient use of standardized tests; is amenable to
analysis of trends at state, district, school, and classroom levels; uses students as their
own controls; and emphasizes service to every student. The approach also is con-
ducive to using a standard of continuous progress across years for every student, as
opposed to employing static cut scores. The latter, while prevalent in accountability
programs, basically fail to take into account meaningful gains by low or high achiev-
ing students, since such gains usually are far removed from the static, cut score stan-
dards. Sanders and Horn (1994) have shown that use of static cut scores may produce
a “shed pattern,” in which students who began below the cut score make the
greatest gains while those who started above the cut score standard make little
progress. Like the downward slope, from left to right, of a tool shed, the gains are
greatest for previously low scoring students and progressively lower for the higher
achievers. This suggests that teachers are concentrating mainly on getting students
to the cut score standard but not beyond it and thus “holding back the high
achievers.”

A major disadvantage of the value-added approach is that it is politically volatile,
since it is used to identify responsibility for successes and failures down to the levels
of schools and teachers. It is also heavily reliant on quantitative information such as
that coming from standardized, multiple-choice achievement tests. Consequently, the
complex and powerful analyses are based on a limited scope of outcome variables.
Nevertheless, Sanders (1989) has argued that a strong body of evidence supports the
use of well-constructed, standardized, multiple-choice achievement tests. Beyond the
issue of outcome measures, the approach does not provide in-depth documentation
of program inputs and processes and makes little if any use of qualitative methods.
Despite advancements in objective measurement and the employment of hierarchi-
cal mixed models to defensibly partial out effects of a system’s organizational com-
ponents and individual staff members, critics of the approach argue that causal factors
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are so complex that no measurement and analysis system can fairly fix responsibil-
ity to the level of teachers for the academic progress of individual and collections
of students.

Approach 7: Performance Testing

In the 1990s, major efforts were made to offset the limitations of typical multiple-
choice tests by employing performance or authentic measures. These devices require
students to demonstrate their achievements by producing authentic responses to
evaluation tasks, such as written or spoken answers, musical or psychomotor pre-
sentations, portfolios of work products, or group solutions to defined problems.
Arguments for performance tests are that they have high face validity and model
and reinforce students’ needed life skills. After all, students are not being taught so
that they will do well in choosing best answers from a list, but so that they will
master underlying understandings and skills and effectively apply them in real life
situations.

The advance organizers in performance assessments are life-skill objectives and
content-related performance tasks, plus ways that their achievement can be demon-
strated in practice. The main purpose of performance tasks is to compare the per-
formance of individual students and groups of students to model performance on
the tasks. Grades assigned to each respondent’s performance, using set rubrics, enables
assessment of the quality of achievements represented and comparisons across
groups.

The sources of questions addressed by performance tests are analyses of selected
life-skill tasks and content specifications in curricular materials. The typical assess-
ment questions concern whether individual students can effectively write, speak,
figure, analyze, lead, work cooperatively, and solve given problems up to the level
of acceptable standards. The main testing process is to define areas of skills to be
assessed; select the type of assessment device; construct the assessment tasks; deter-
mine scoring rubrics; define standards for assessing performance; train and calibrate
scorers; validate the measures; and administer, score, interpret, and report the results.

In speaking of licensing tests, Flexner (1910) called for tests that ascertain stu-
dents’ practical ability to successfully confront and solve problems in concrete cases.
Some of the pioneers in applying performance assessment to state education systems
were the state education departments in Vermont and Kentucky (Kentucky Depart-
ment of Education, 1993; Koretz, 1986, 1996; Koretz & Barron, 1998). Other sources
of information about the general approach and issues in performance testing include
Baker, O’Neil, and Linn (1993); Herman, Gearhart, and Baker (1993); Linn, Baker,
and Dunbar (1991); Mehrens (1972); Messick (1994); Stillman, Haley, Regan,
Philbin, Smith, O’Donnell, and Pohl (1991); Swanson, Norman, and Linn (1995);
Torrance (1993); and Wiggins (1989).

It is often difficult to establish the necessary conditions to employ the
performance testing approach. It requires a huge outlay of time and resources for
development and application. Typically, state education departments and school
districts should probably use this approach very selectively and only when they
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can make the investment needed to produce valid results that are worth the large,
required investment. On the other hand, students’ writing ability is best assessed and
nurtured through obtaining, assessing, and providing critical feedback on their
writing.

One advantage of performance tests is minimization of guessing. Requiring stu-
dents to construct responses to assessment tasks also reinforces writing, computa-
tion, scientific experimentation, and other life skills.

Major disadvantages of the approach are the heavy time requirements for admin-
istration; the high costs of scoring; the difficulty in achieving reliable scores; the
narrow scope of skills that can feasibly be assessed; and lack of norms for compar-
isons, especially at the national level. In general, performance tests are inefficient,
costly, and often of dubious reliability. Moreover, compared with multiple-choice
tests, performance tests, in the same amount of testing time, cover a much narrower
range of questions.

Approach 8: Experimental Studies

In using controlled experiments, program evaluators randomly assign students or
groups of students to experimental and control groups and then contrast the out-
comes when the experimental group receives a particular intervention and the
control group receives no special treatment or some different treatment. This type
of study was quite prominent in program evaluation during the late 1960s and early
1970s, when there was a federal requirement to assess the effectiveness of federally
funded innovations. However, experimental program evaluations subsequently fell
into disfavor and disuse. Apparent reasons for this decline are that educators rarely
can meet the required experimental conditions and assumptions.

This approach is labeled a questions-oriented or quasi-evaluation strategy because
it starts with questions and methodology that may address only a narrow set of ques-
tions needed to assess a program’s merit and worth. In the 1960s, Campbell and
Stanley (1963) and others hailed the true experiment as the only sound means of
evaluating interventions. This piece of evaluation history reminds one of Kaplan’s
(1964) famous warning against the so-called “law of the instrument,” whereby a
given method is equated to a field of inquiry. In such a case, the field of inquiry is
restricted to the questions that are answerable by the given method. Fisher (1951)
specifically warned against equating his experimental methods with science. In
general, experimental design is a method that can contribute importantly to program
evaluation, as Nave, Miech, and Mosteller (Chapter 8, this volume) have demon-
strated, but by itself it is often insufficient to address a client’s full range of evalua-
tion questions.

The advance organizers in experimental studies are problem statements, compet-
ing treatments, hypotheses, investigatory questions, and randomized treatment and
comparison groups. The usual purpose of the controlled experiment is to determine
causal relationships between specified independent and dependent variables, such as
between a given instructional method and student standardized-test performance. It
is particularly noteworthy that the sources of questions investigated in the experi-
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mental study are researchers, program developers, and policy figures, and not usually
a program’s constituents and practitioners.

The frequent question in the experimental study is: What are the effects of a
given intervention on specified outcome variables? Typical methods used are exper-
imental and quasi-experimental designs. Pioneers in using experimentation to eval-
uate programs are Campbell and Stanley (1963), Cronbach and Snow (1969), and
Lindquist (1953). Others who have developed the methodology of experimentation
substantially for program evaluation are Boruch (1994), Glass and Maguire (1968),
Suchman (1967), and Wiley and Bock (1967).

Evaluators should consider conducting a controlled experiment only when its
required conditions and assumptions can be met. Often this requires substantial polit-
ical influence, substantial funding, and widespread agreement—among the involved
funders, service providers, and beneficiaries—to submit to the requirements of the
experiment. Such requirements typically include, among others, a stable program
that will not have to be studied and modified during the evaluation; the ability to
establish and sustain comparable program and control groups; the ability to keep the
program and control conditions separate and uncontaminated; and the ability to
obtain the needed criterion measures from all or at least a representative group of
the members of the program and comparison groups. Evaluability assessment was
developed as a particular methodology for determining the feasibility of moving
ahead with an experiment (Smith, 1989;Wholey, 1995).

Controlled experiments have a number of advantages. They focus on results
and not just intentions or judgments. They provide strong methods for establish-
ing relatively unequivocal causal relationships between treatment and outcome
variables, something that can be especially significant when program effects are
small but important. Moreover, because of the prevalent use and success of
experiments in such fields as medicine and agriculture, the approach has widespread
credibility.

These advantages, however, are offset by serious objections to experimenting on
school students and other human subjects. It is often considered unethical or even
illegal to deprive control group members of the benefits of special funds for improv-
ing services. Likewise, many parents do not want schools or other organizations to
experiment on their children by applying unproven interventions. Typically, schools
find it impractical and unreasonable to randomly assign students to treatments and
to hold treatments constant throughout the study period. Furthermore, experimen-
tal studies provide a much narrower range of information than organizations often
need to assess and strengthen their programs. On this point, experimental studies
tend to provide terminal information that is not useful for guiding the development
and improvement of programs and may in fact thwart ongoing modifications of
programs.

Approach 9: Management Information Systems

Management Information Systems are like politically controlled approaches, except
that they supply managers with information needed to conduct and report on
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their programs, as opposed to supplying them with information needed to win a
political advantage. The management information approach is also like the deci-
sion/accountability-oriented approach, which will be discussed later, except that the
decision/accountability-oriented approach provides information needed to both
develop and defend a program’s merit and worth, which goes beyond providing
information that managers need to implement and report on their management
responsibilities.

The advance organizers in most management information systems include
program objectives, specified activities, and projected program milestones or events.
A management information system’s purpose is to continuously supply managers
with the information they need to plan, direct, control, and report on their pro-
grams or spheres of responsibility.

The sources of questions addressed are the management personnel and their supe-
riors. The main questions they typically want answered are: Are program activities
being implemented according to schedule, according to budget, and with the
expected results? To provide ready access to information for addressing such ques-
tions, systems regularly store and make accessible up-to-date information on program
goals, planned operations, actual operations, staff, program organization, operations,
expenditures, threats, problems, publicity, and achievements.

Methods employed in management information systems include system analysis,
Program Evaluation and Review Technique (PERT), Critical Path Method, Pro-
gram Planning and Budgeting System (PPBS), Management by Objectives (MBO),
computer-based information systems, periodic staff progress reports, and regular bud-
getary reporting.

Cook (1966) introduced the use of PERT to education, and Kaufman
(1969) wrote about the use of management information systems in education.
Business schools and programs in computer information systems regularly provide
courses in management information systems. These focus mainly on how to set up
and employ computerized information banks for use in organizational decision
making.

W. Edwards Deming (1986) argued that managers should pay close attention to
process rather than being preoccupied with outcomes. He advanced a systematic
approach for monitoring and continuously improving an enterprise’s process, arguing
that close attention to the process will result in increasingly better outcomes. It is
commonly said that, in paying attention to this and related advice from Deming,
Japanese car makers and later Americans greatly increased the quality of automo-
biles (Aguaro, 1990). Bayless and Massaro (1992) applied Deming’s approach to
program evaluations in education. Based on this writer’s observations, the approach
was not well suited to assessing the complexities of educational processes—possibly
because, unlike the manufacture of automobiles, educators have no definitive,
standardized models for linking exact educational processes to specified outcomes.
Nevertheless, given modern database technology, program managers often can and
should employ management information systems in multiyear projects and programs.
Program databases can provide information, not only for keeping programs on track,
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but also for assisting in the broader study and improvement of program processes
and outcomes.

A major advantage of the use of management information systems is in giving
managers information they can use to plan, monitor, control, and report on complex
operations. A difficulty with the application of this industry-oriented type of system
to education and other social services, however, is that the products of many pro-
grams are not amenable to a narrow, precise definition as is the case with a corpo-
ration’s profit and loss statement. Moreover, processes in educational and social
programs often are complex and evolving rather than straightforward and standard-
ized like those of manufacturing and business. The information gathered in man-
agement information systems typically lacks the scope of context, input, process, and
outcome information required to assess a program’s merit and worth.

Approach 10: Benefit-Cost Analysis Approach

Benefit-cost analysis as applied to program evaluation is a set of largely quantitative
procedures used to understand the full costs of a program and to determine and
judge what investments returned in objectives achieved and broader social benefits.
The aim is to determine costs associated with program inputs, determine the
monetary value of the program outcomes, compute benefit-cost ratios, compare
the computed ratios to those of similar programs, and ultimately judge a program’s
productivity in economic terms.

The benefit-cost analysis approach to program evaluation may be broken down
into three levels of procedure: (1) cost analysis of program inputs, (2) cost-
effectiveness analysis, and (3) benefit-cost analysis. These may be looked at as a hier-
archy. The first type, cost analysis of program inputs, may be done by itself. Such
analyses entail an ongoing accumulation of a program’s financial history, which is
useful in controlling program delivery and expenditures. The program’s financial
history can be used to compare its actual and projected costs and how costs relate
to the costs of similar programs. Cost analyses can also be extremely valuable to
outsiders who might be interested in replicating a program.

Cost-effectiveness analysis necessarily includes cost analysis of program inputs to
determine the cost associated with progress toward achieving each objective. For
example, two or more programs’ costs and successes in achieving the same objec-
tives might be compared. A program could be judged superior on cost-effectiveness
grounds if it had the same costs but superior outcomes as similar programs. Or a
program could be judged superior on cost-effectiveness grounds if it achieved the
same objectives as more expensive programs. Cost-effectiveness analyses do not
require conversion of outcomes to monetary terms but must be keyed to clear, mea-
surable program objectives.

Benefit-cost analyses typically build on a cost analysis of program inputs and a
cost-effectiveness analysis. But the benefit-cost analysis goes further. It seeks to iden-
tify a broader range of outcomes than just those associated with program objectives.
It examines the relationship between the investment in a program and the extent
of positive and negative impacts on the program’s environment. In doing so, it ascer-
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tains and places a monetary value on program inputs and each identified outcome.
It identifies a program’s benefit-cost ratios and compares these to similar ratios for
competing programs. Ultimately, benefit-cost studies seek conclusions about the
comparative benefits and costs of the examined programs.

Advance organizers for the overall benefit-cost approach are associated with cost
breakdowns for both program inputs and outputs. Program input costs may be delin-
eated by line items (e.g., personnel, travel, materials, equipment, communications,
facilities, contracted services, overhead), by program components, and by year. In
cost-effectiveness analysis, a program’s costs are examined in relation to each program
objective, and these must be clearly defined and assessed. The more ambitious
benefit-cost analyses look at costs associated with main effects and side effects, tan-
gible and intangible outcomes, positive and negative outcomes, and short-term and
long-term outcomes—both inside and outside a program. Frequently, they also may
break down costs by individuals and groups of beneficiaries. One may also estimate
the costs of foregone opportunities and, sometimes, political costs. Even then, the
real value of benefits associated with human creativity or self-actualization are nearly
impossible to estimate. Consequently, the benefit-cost equation rests on dubious
assumptions and uncertain realities.

The purposes of these three levels of benefit-cost analysis are to gain clear knowl-
edge of what resources were invested, how they were invested, and with what effect.
In popular vernacular, cost-effectiveness and benefit-cost analyses seek to determine
the program’s “bang for the buck.” There is great interest in answering this type of
question. Policy boards, program planners, and taxpayers are especially interested to
know whether program investments are paying off in positive results that exceed or
are at least as good as those produced by similar programs. Authoritative informa-
tion on the benefit-cost approach may be obtained by studying the writings of Kee
(1995), Levin (1983), and Tsang (Chapter 9, this volume).

Benefit-cost analysis is potentially important in most program evaluations. Eval-
uators and their clients are advised to discuss this matter thoroughly with their
clients, to reach appropriate advance agreements on what should and can be done
to obtain the needed cost information, and to do as much cost-effectiveness and
benefit-cost analysis as can be done well and within reasonable costs.

Benefit-cost analysis is an important but problematic consideration in program
evaluations. Most evaluations are amenable to analyzing the costs of program inputs
and maintaining a financial history of expenditures. The main impediment is that
program authorities often do not want anyone other than the appropriate accoun-
tants and auditors looking into their financial books. If cost analysis, even at only
the input levels, is to be done, this must be clearly provided for in the initial con-
tractual agreements covering the evaluation work. Performing cost-effectiveness
analysis can be feasible if cost analysis of inputs is agreed to; if there are clear, mea-
surable program objectives; and if comparable cost information can be obtained from
competing programs. Unfortunately, it is usually hard to meet all these conditions.
Even more unfortunate is the fact that it is usually impractical to conduct a thor-
ough benefit-cost analysis. Not only must it meet all the conditions of the analysis
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of program inputs and cost-effectiveness analysis, it must also place monetary values
on identified outcomes, both anticipated and not expected.

Approach 11: Clarification Hearing

The clarification hearing is one label for the judicial approach to program evalua-
tion. The approach essentially puts a program on trial. Role-playing evaluators com-
petitively implement both a damning prosecution of the program—arguing that it
failed—and a defense of the program—arguing that it succeeded. A judge hears
arguments within the framework of a jury trial and controls the proceedings accord-
ing to advance agreements on rules of evidence and trial procedures. The actual
proceedings are preceded by the collection of and sharing of evidence by both sides.
The prosecuting and defending evaluators may call witnesses and place documents
and other exhibits into evidence. A jury hears the proceedings and ultimately
makes and issues a ruling on the program’s success or failure. Ideally, the jury is
composed of persons representative of the program’s stakeholders. By videotaping
the proceedings, the administering evaluator can, after the trial, compile a condensed
videotape as well as printed reports to disseminate what was learned through the
process.

The advance organizers for a clarification hearing are criteria of program effec-
tiveness that both the prosecuting and defending sides agree to apply. The main
purpose of the judicial approach is to ensure that the evaluation’s audience will
receive balanced evidence on a program’s strengths and weaknesses. The key ques-
tions essentially are: Should the program be judged a success or failure? Is it as good
or better than alternative programs that address the same objectives?

Robert Wolf (1975) pioneered the judicial approach to program evaluation.
Others who applied, tested, and further developed the approach include Levine
(1974), Owens (1973), and Popham and Carlson (1983).

Based on the past uses of this approach, it can be judged as only marginally rel-
evant to program evaluation. Because of its adversarial nature, the approach encour-
ages evaluators to present biased arguments in order to win their cases. Thus, truth
seeking is subordinated to winning. The most effective debaters are likely to con-
vince the jury of their position even when it is poorly founded. The approach is
also politically problematic, since it generates considerable acrimony. Despite the
attractiveness of using the law, with its attendant rules of evidence, as a metaphor
for program evaluation, its promise has not been fulfilled. There are few occasions
in which it makes practical sense for evaluators to apply this approach.

Approach 12: Case Study Evaluations

Program evaluation that is based on a case study is a focused, in-depth description,
analysis, and synthesis of a particular program or other object. The investigators do
not control the program in any way. Rather, they look at it as it is occurring or as
it occurred in the past. The study looks at the program in its geographic, cultural,
organizational, and historical contexts, closely examining its internal operations and
how it uses inputs and processes to produce outcomes. It examines a wide range of
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intended and unexpected outcomes. It looks at the program’s multiple levels and
also holistically at the overall program. It characterizes both central dominant themes
and variations and aberrations. It defines and describes the program’s intended and
actual beneficiaries. It examines beneficiaries’ needs and the extent to which the
program effectively addressed the needs. It employs multiple methods to obtain
and integrate multiple sources of information. While it breaks apart and analyzes a
program along various dimensions, it also provides an overall characterization of the
program.

The main thrust of the case study approach is to delineate and illuminate a
program, not necessarily to guide its development or to assess and judge its merit
and worth. Hence, this chapter characterizes the case study approach as a ques-
tions/methods-oriented approach rather than an improvement/accountability
approach.

Advance organizers in case studies include the definition of the program, char-
acterization of its geographic and organizational environment, the historical period
in which it is to be examined, the program’s beneficiaries and their assessed needs,
the program’s underlying logic of operation and productivity, and the key roles
involved in the program. A case study program evaluation’s main purpose is to
provide stakeholders and their audiences with an authoritative, in-depth, well-
documented explication of the program.

The case study should be keyed to the questions of most interest to the evalua-
tion’s main audiences. The evaluator must therefore identify and interact with the
program’s stakeholders. Along the way, stakeholders will be engaged to help plan the
study and interpret findings. Ideally, the audiences include the program’s oversight
body, administrators, staff, financial sponsors, beneficiaries, and potential adopters of
the program.

Typical questions posed by some or all of the above audiences are: What is the
program in concept and practice? How has it evolved over time? How does it actu-
ally operate to produce outcomes? What has it produced? What are the shortfalls
and negative side effects? What are the positive side effects? In what ways and to
what degrees do various stakeholders value the program? To what extent did the
program effectively meet beneficiaries’ needs? What were the most important reasons
for the program’s successes and failures? What are the program’s most important
unresolved issues? How much has it cost? What are the costs per beneficiary, per
year, etc.? What parts of the program have been successfully transported to other
sites? How does this program compare with what might be called critical com-
petitors? These questions only illustrate the range of questions that a case study
might address, since each study will be tempered by the interests of the client and
other audiences for the study and the evaluator’s interests.

To conduct effective case studies, evaluators need to employ a wide range of qual-
itative and quantitative methods. These may include analysis of archives; collection
of artifacts, such as work samples; content analysis of program documents; both inde-
pendent and participant observations; interviews; logical analysis of operations; focus
groups; tests; questionnaires; rating scales; hearings; forums; and maintenance of a
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program database. Reports may incorporate in-depth descriptions and accounts of
key historical trends; focus on critical incidents, photographs, maps, testimony, rele-
vant news clippings, logic models, and cross-break tables; and summarize main con-
clusions. The case study report may include a description of key dimensions of the
case, as determined with the audience, as well as an overall holistic presentation and
assessment. Case study reports may involve audio and visual media as well as printed
documents.

Case study methods have existed for many years and have been applied in such
areas as anthropology, clinical psychology, law, the medical profession, and social
work. Pioneers in applying the method to program evaluation include Campbell
(1975), Lincoln and Guba (1985), Platt (1992), Smith and Pohland (1974), Stake
(1995), and Yin (1992).

The case study approach is highly appropriate in program evaluation. It requires
no controls of treatments and subjects and looks at programs as they naturally occur
and evolve. It addresses accuracy issues by employing and triangulating multiple per-
spectives, methods, and information sources. It employs all relevant methods and
information sources. It looks at programs within relevant contexts and describes
contextual influences on the program. It looks at programs holistically and in depth.
It examines the programs internal workings and how it produces outcomes. It
includes clear procedures for analyzing qualitative information. It can be tailored to
focus on the audience’s most important questions. It can be done retrospectively or
in real time. It can be reported to meet given deadlines and subsequently updated
based on further developments.

The main limitation of the case study is that some evaluators may mistake its
openness and lack of controls as an excuse for approaching it haphazardly and
bypassing steps to ensure that findings and interpretations possess rigor as well as
relevance. Furthermore, because of a preoccupation with descriptive information,
the case study evaluator may not collect sufficient judgmental information to permit
a broad-based assessment of a programs merit and worth. Users of the approach
might slight quantitative analysis in favor of qualitative analysis. By trying to produce
a comprehensive description of a program, the case study evaluator may not produce
timely feedback needed to help in program development. To overcome these
potential pitfalls, evaluators using the case study approach should fully address
the principles of sound evaluation as related to accuracy, utility, feasibility, and
propriety.

Approach 13: Criticism and Connoisseurship

The connoisseur-based approach grew out of methods used in art criticism and
literary criticism. It assumes that certain experts in a given substantive area are
capable of in-depth analysis and evaluation that could not be done in other ways.
Just as a national survey of wine drinkers could produce information concerning
their overall preferences for types of wines and particular vineyards, it would not
provide the detailed, creditable judgments of the qualities of particular wines that
might be derived from a single connoisseur who has devoted a professional lifetime
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to the study and grading of wines and whose judgments are highly and widely
respected.

The advance organizer for the connoisseur-based study is the evaluator’s special
expertise and sensitivities. The study’s purpose is to describe, critically appraise, and
illuminate a particular program’s merits. The evaluation questions addressed by the
connoisseur-based evaluation are determined by expert evaluators—the critics and
authorities who have undertaken the evaluation. Among the major questions they
can be expected to ask are: What are the program’s essence and salient characteris-
tics? What merits and demerits distinguish the particular program from others of
the same general kind?

The methodology of connoisseurship includes critics’ systematic use of their per-
ceptual sensitivities, past experiences, refined insights, and abilities to communicate
their assessments. The evaluator’s judgments are conveyed in vivid terms to help the
audience appreciate and understand all of the program’s nuances. Eisner (1975, 1983)
has pioneered this strategy in education.® A dozen or more of Eisner’s students have
conducted research and development on the connoisseurship approach, e.g.,Vallance
(1973) and Flinders and Eisner (Chapter 12, this volume). This approach obviously
depends on the chosen expert’s qualifications. It also requires an audience that has
confidence in, and is willing to accept and use, the connoisseur’s report. I would
willingly accept and use any evaluation that Dr. Elliott Eisner agreed to present, but
there are not many Eisners out there.

The main advantage of the connoisseur-based study is that it exploits the partic-
ular expertise and finely developed insights of persons who have devoted much time
and effort to the study of a precise area. Such individuals can provide an array of
detailed information that an audience can then use to form a more insightful analy-
sis than otherwise might be possible. The approach’s disadvantage is that it is depen-
dent on the expertise and qualifications of the particular expert doing the program
evaluation, leaving room for much subjectivity.

Approach 14: Program Theory-Based Evaluation

Program evaluations based on program theory begin with either (1) a well-
developed and validated theory of how programs of a certain type within similar
settings operate to produce outcomes or (2) an initial stage to approximate such a
theory within the context of a particular program evaluation. The former condition
is much more reflective of the implicit promises in a theory-based program
evaluation, since the existence of a sound theory means that a substantial body
of theoretical development has produced and tested a coherent set of conceptual,
hypothetical, and pragmatic principles, as well as associated instruments to guide
inquiry. The theory can then aid a program evaluator to decide what questions,
indicators, and assumed linkages between and among program elements should
be used to evaluate a program covered by the theory.

Some theories have been used more or less successfully to evaluate programs,
which gives this approach some measure of viability. For example, health educa-
tion/behavior change programs are sometimes founded on theoretical frameworks,
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such as the Health Belief Model (Becker, 1974;Janz & Becker, 1984; Mullen, Hersey,
& Iverson, 1987). Other examples are the PRECEDE-PROCEED Model for health
promotion planning and evaluation (Green & Kreuter, 1991), Bandura’s (1977) Social
Cognitive Theory, the Stages of Change Theory of Prochaska and DiClemente
(1992), and Peters and Waterman’s (1982) theory of successful organizations. When
such frameworks exist, their use probably can enhance a program’s effectiveness and
provide a credible structure for evaluating its functioning. Unfortunately, few
program areas are buttressed by well-articulated and tested theories.

Thus, most theory-based evaluations begin by setting out to develop a theory
that appropriately could be used to guide the particular program evaluation. As will
be discussed later in this characterization, such ad hoc theory development efforts
and their linkage to program evaluations are problematic. In any case, let us look at
what the theory-based evaluator attempts to achieve.

The point of the theory development or selection effort is to identify advance
organizers to guide the evaluation. Essentially, these are the mechanisms by which
program activities are understood to produce or contribute to program outcomes,
along with the appropriate description of context, specification of independent and
dependent variables, and portrayal of key linkages. The main purposes of the theory-
based program evaluation are to determine the extent to which the program of
interest is theoretically sound, to understand why it is succeeding or failing, and to
provide direction for program improvement.

Questions for the program evaluation are derived from the guiding theory.
Example questions include: Is the program grounded in an appropriate, well-
articulated, and validated theory? Is the employed theory reflective of recent
research? Are the program’s targeted beneficiaries, design, operation, and intended
outcomes consistent with the guiding theory? How well does the program address
and serve the full range of pertinent needs of targeted beneficiaries? If the program
is consistent with the guiding theory, are the expected results being achieved? Are
program inputs and operations producing outcomes in the ways the theory predicts?
What changes in the program’s design or implementation might produce better out-
comes? What elements of the program are essential for successful replication?
Overall, was the program theoretically sound, did it operate in accordance with an
appropriate theory, did it produce the expected outcomes, were the hypothesized
causal linkages confirmed, what program modifications are needed, is the program
worthy of continuation and/or dissemination, and what program features are
essential for successful replication?

The nature of these questions suggests that the success of the theory-based
approach is dependent on a foundation of sound theory development and valida-
tion. This, of course, entails sound conceptualization of at least a context-dependent
theory, formulation and rigorous testing of hypotheses derived from the theory,
development of guidelines for practical implementation of the theory based on
extensive field trials, and independent assessment of the theory. Unfortunately, not
many program areas in education and the social sciences are grounded in sound
theories. Moreover, evaluators wanting to employ a theory-based evaluation do not
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often find it feasible to conduct the full range of theory development and valida-
tion steps, and still get the evaluation done on time. Thus, in claiming to conduct
a theory-based evaluation, evaluators often seem to promise much more than they
can deliver.

The main procedure typically used in “theory-based program evaluations” is a
model of the program’s logic. This may be a detailed flowchart of how inputs are
thought to be processed to produce intended outcomes. It may also be a grounded
theory, such as those advocated by Glaser and Strauss (1967). The network analysis
of the former approach is typically an armchair theorizing process involving evalu-
ators and persons who are supposed to know how the program is expected to
operate and produce results. They discuss, scheme, discuss some more, network,
discuss further, and finally produce networks in varying degrees of detail of what is
involved in making the program work and how the various elements are linked to
produce desired outcomes. The more demanding grounded theory requires a sys-
tematic, empirical process of observing events or analyzing materials drawn from
operating programs, followed by an extensive modeling process.

Pioneers in applying theory development procedures to program evaluation
include Glaser and Strauss (1967) and Weiss (1972, 1995). Other developers of the
approach are Bickman (1990), Chen (1990), and Rogers (Chapter 13, this volume).

In any program evaluation assignment, it is reasonable for the evaluator to examine
the extent to which program plans and operations are grounded in an appropriate
theory or model. It can also be useful to engage in a modicum of effort to network
the program and thereby seek out key variables and linkages. As noted previously,
in the enviable but rare situation where a relevant, validated theory exists, the
evaluator can beneficially apply it in structuring the evaluation and in analyzing
findings.

However, if a relevant, defensible theory of the program’s logic does not exist,
evaluators need not develop one. In fact, if they attempt to do so, they will incur
many threats to their evaluation’s success. Rather than evaluating a program and its
underlying logic, evaluators might usurp the program staff’s responsibility for
program design. They might do a poor job of theory development, given limita-
tions on time and resources to develop and test an appropriate theory. They might
incur the conflict of interest associated with having to evaluate the theory they
developed. They might pass off an unvalidated model of the program as a theory,
when it meets almost none of the requirements of a sound theory. They might bog
down the evaluation in too much effort to develop a theory. They might also focus
attention on a theory developed early in a program and later discover that the
program has evolved to be a quite different enterprise than what was theorized at
the outset. In this case, the initial theory could become a “Procrustean bed” for the
program evaluation.

Overall, there really is not much to recommend theory-based program evalua-
tion, since doing it right is usually not feasible and since failed or misrepresented
attempts can be highly counterproductive. Nevertheless, modest attempts to model
programs—Ilabeled as such—can be useful for identifying measurement variables, so
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long as the evaluator does not spend too much time on this and so long as the
model is not considered as fixed or as a validated theory. In the rare case where an
appropriate theory already exists, the evaluator can make beneficial use of it to help
structure and guide the evaluation and interpret the findings.

Approach 15: Mixed-Methods Studies

In an attempt to resolve the longstanding debate about whether program evalua-
tions should employ quantitative or qualitative methods, some authors have pro-
posed that evaluators should regularly combine these methods in given program
evaluations (for example, see the National Science Foundation’s 1997 User-Friendly
Handbook for Mixed Method Evaluations). Such recommendations, along with practi-
cal guidelines and illustrations, are no doubt useful to many program staff members
and to evaluators. But in the main, the recommendation for a mixed-method
approach only highlights a large body of longstanding practice of mixed-methods
program evaluation rather than proposing a new approach. All seven approaches dis-
cussed in the remainder of this section of the chapter employ both qualitative and
quantitative methods. What sets them apart from the mixed-method approach is that
their first considerations are not the methods to be employed but either the assess-
ment of value or the social mission to be served. The mixed-methods approach is
included in this section on questions/methods approaches, because it is preoccupied
with using multiple methods rather than whatever methods are needed to compre-
hensively assess a program’s merit and worth. As with the other approaches in this
section, the mixed-methods approach may or may not fully assess a program’s value;
thus, it is classified as a quasi-evaluation approach.

The advance organizers of the mixed-methods approach are formative and
summative evaluations, qualitative and quantitative methods, and intra-case or
cross-case analysis. Formative evaluations are employed to examine a program’s
development and assist in improving its structure and implementation. Summative
evaluations basically look at whether objectives were achieved, but may look for a
broader array of outcomes. Qualitative and quantitative methods are employed in
combination to assure depth, scope, and dependability of findings. This approach
also applies to carefully selected single programs or to comparisons of alternative
programs.

The basic purposes of the mixed method approach are to provide direction for
improving programs as they evolve and to assess their effectiveness after they have
had time to produce results. Use of both quantitative and qualitative methods is
intended to ensure dependable feedback on a wide range of questions; depth of
understanding of particular programs; a holistic perspective; and enhancement of
the validity, reliability, and usefulness of the full set of findings. Investigators look
to quantitative methods for standardized, replicable findings on large data sets.
They look to qualitative methods for elucidation of the program’s cultural context,
dynamics, meaningful patterns and themes, deviant cases, and diverse impacts
on individuals as well as groups. Qualitative reporting methods are applied to bring
the findings to life, to make them clear, persuasive, and interesting. By using
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both quantitative and qualitative methods, the evaluator secures cross-checks on dif-
ferent subsets of findings and thereby instills greater stakeholder confidence in the
overall findings.

The sources of evaluation questions are the program’s goals, plans, and stake-
holders. The stakeholders often include skeptical as well as supportive audiences.
Among the important stakeholders are program administrators and staff, policy
boards, financial sponsors, beneficiaries, taxpayers, and program area experts.

The approach may pursue a wide range of questions. Examples of formative
evaluation questions are: To what extent do program activities follow the program
plan, time line, and budget? To what extent is the program achieving its goals? What
problems in design or implementation need to be addressed? Examples of summa-
tive evaluation questions are: To what extent did the program achieve its goals? Was
the program appropriately effective for all beneficiaries? What interesting stories
emerged? What are program stakeholders’ judgments of program operations,
processes, and outcomes? What were the important side effects? Is the program sus-
tainable and transportable?

The approach employs a wide range of methods. Among quantitative methods
are surveys using representative samples, both cohort and cross-sectional samples,
norm-referenced tests, rating scales, quasi-experiments, significance tests for main
effects, and a posteriori statistical tests. The qualitative methods may include ethnog-
raphy, document analysis, narrative analysis, purposive samples, single cases, partici-
pant observers, independent observers, key informants, advisory commit-
tees, structured and unstructured interviews, focus groups, case studies, study of
outliers, diaries, logic models, grounded theory development, flow charts, decision
trees, matrices, and performance assessments. Reports may include abstracts, execu-
tive summaries, full reports, oral briefings, conference presentations, and workshops.
They should include a balance of narrative and numerical information.

Considering his book on service studies in higher education, Ralph Tyler (Tyler
et al.,, 1932) was certainly a pioneer in the mixed-method approach to program
evaluation. Other authors who have written cogently on the approach are Guba
and Lincoln (1981), Kidder and Fine (1987), Lincoln and Guba (1985), Miron
(1998), Patton (1990), and Schatzman and Strauss (1973).

It is almost always appropriate to consider using a mixed-methods approach. Cer-
tainly, the evaluator should take advantage of opportunities to obtain any and all
potentially available information that is relevant to assessing a program’s merit and
worth. Sometimes a study can be mainly or only qualitative or quantitative, but
usually such studies would be strengthened by including both types of information.
The key point is to choose methods because they can effectively address the study’s
questions, not because they are either qualitative or quantitative.

Key advantages of using both qualitative and quantitative methods are that they
complement each other in ways that are important to the evaluation’s audiences.
Information from quantitative methods tends to be standardized, efficient, amenable
to standard tests of reliability, easily summarized and analyzed, and accepted as “hard”
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data. Information from qualitative approaches adds depth; can be delivered in inter-
esting, story-like presentations; and provides a means to explore and understand the
more superficial quantitative findings. Using both types of method affords impor-
tant cross-checks on findings.

The main pitfall in pursuing the mixed-methods approach is using multiple
methods because this is the popular thing to do rather than because the selected
methods best respond to the evaluation questions. Moreover, sometimes evaluators
let the combination of methods compensate for a lack of rigor in applying them.
Using a mixed methods approach can produce confusing findings if an investigator
uncritically mixes positivistic and postmodern paradigms, since quantitative and qual-
itative methods are derived from different theoretical approaches to inquiry and
reflect different conceptions of knowledge. Many evaluators do not possess the req-
uisite foundational knowledge in both the sciences and humanities to effectively
combine quantitative and qualitative methods. The approaches in the remainder of
this chapter place proper emphasis on mixed methods, making choice of the
methods subservient to the approach’s dominant philosophy and to the particular
evaluation questions to be addressed.

The mixed methods approach to evaluation concludes this chapter’s discussion
of the questions/methods approaches to evaluation. These 13 approaches tend
to concentrate on selected questions and methods and thus may or may not
fully address an evaluation’s fundamental requirement to assess a program’s merit
and worth. The array of these approaches suggests that the field has advanced
considerably since the 1950s when program evaluations were rare and mainly
used approaches grounded in behavioral objectives, standardized tests, and/or
accreditation visits.

IMPROVEMENT/ACCOUNTABILITY-ORIENTED EVALUATION APPROACHES

I now turn to three approaches that stress the need to fully assess a program’s merit
and worth. These approaches are expansive and seek comprehensiveness in consid-
ering the full range of questions and criteria needed to assess a programs value.
Often they employ the assessed needs of a program’s stakeholders as the founda-
tional criteria for assessing the program’s merit and worth. They also seek to examine
the full range of pertinent technical and economic criteria for judging program
plans and operations. They look for all relevant outcomes, not just those keyed to
program objectives. Usually, they are objectivist and assume an underlying reality in
seeking definitive, unequivocal answers to the evaluation questions. Typically, they
must use multiple qualitative and quantitative assessment methods to provide cross-
checks on findings. In general, the approaches conform closely to this chapter’s
definition of evaluation. The approaches are labeled Decisions/Accountability,
Consumer-Orientation, and Accreditation. The three approaches emphasize
respectively improvement through serving program decisions, providing consumers
with assessments of optional programs and services, and helping consumers to
gain assurances that given programs are professionally sound and effective.
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Approach 16: Decision/Accountability-Oriented Studies

The decision/accountability-oriented approach emphasizes that program evaluation
should be used proactively to help improve a program as well as retroactively
to judge its merit and worth. The approach is distinguished from management
information systems and from politically controlled studies because decision/
accountability-oriented studies emphasize questions of merit and worth. The
approach’s philosophical underpinnings include an objectivist orientation to finding
best answers to context-limited questions and subscription to the principles of a
well-functioning democratic society, especially human rights, equity, excellence, con-
servation, and accountability. Practically, the approach engages stakeholders in focus-
ing the evaluation, addressing their most important questions, providing timely,
relevant information to assist decision making, and producing an accountability
record.

The advance organizers for the approach include decision makers/stakeholders,
decision situations, and program accountability requirements. Audiences include not
just top managers but stakeholders at all organizational program levels. From the
bottom up, such stakeholders may include beneficiaries, parents/guardians, service
providers, administrators, program consultants, support personnel, policy makers,
funding authorities, and taxpayers. The generic decision situations to be served
may include defining goals and priorities, choosing from competing services,
planning programs, budgeting, staffing, using services, guiding participation, judging
progress, and recycling program operations. Key classes of needed evaluative
information are assessments of needs, problems, and opportunities; identification
and assessment of competing programs or program approaches; assessment
of program plans; assessment of staff qualifications and performance; assessment of
program facilities and materials; monitoring and assessment of process; assessment
of intended and unintended and short-range and long-range outcomes; and
assessment of cost-effectiveness.

The basic purpose of decision/accountability studies is to provide a knowledge
and value base for making and being accountable for decisions that result in devel-
oping, delivering, and making informed use of cost-effective services. Thus, evalua-
tors must interact with representative members of their audiences, discern their
questions, and supply them with relevant, timely, efficient, and accurate information.
The approach stresses that an evaluation’s most important purpose is not to prove
but to improve.

The sources of questions addressed by this approach are the concerned and
involved stakeholders. These may include all persons and groups who must make
choices related to initiating, planning, implementing, and using a program’s services.
Main questions addressed are: Has an appropriate beneficiary population been deter-
mined? What beneficiary needs should be addressed? What are the available alter-
native ways to address these needs, and what are their comparative merits and costs?
Are plans of services and participation sound? Is there adequate provision for facil-
ities, materials, and equipment? Is the program staff sufficiently qualified and cred-
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ible? Have appropriate roles been assigned to the different participants? Are the par-
ticipants effectively carrying out their assignments? Is the program working and
should it be revised in any way? Is the program effectively reaching all the targeted
beneficiaries? Is the program meeting participants’ needs? Did beneficiaries play their
part? Is the program better than competing alternatives? Is it affordable? Is it sus-
tainable? Is it transportable? Is the program worth the required initial investment?
Answers to these and related questions are to be based on the underlying standard
of good programs, i.e., they must effectively reach and serve beneficiaries’ targeted
needs at a reasonable cost, and do so as well as or better than reasonably available
alternatives.

Many methods may be used in decision/accountability-oriented program evalu-
ations. These include, among others, surveys, needs assessments, case studies, advo-
cate teams, observations, interviews, resident evaluators, and quasi-experimental and
experimental designs. To make the approach work, the evaluator must regularly
interact with a representative body of stakeholders. Typically, the evaluator should
establish and engage a representative stakeholder advisory panel to help define eval-
uation questions, shape evaluation plans, review draft reports, and help disseminate
findings. The evaluator’s exchanges with this group involve conveyance of evalua-
tion feedback that may be of use in program improvement and use, as well as deter-
mining what future evaluation reports would be most helpful to program personnel
and other stakeholders. Interim reports may assist beneficiaries, program staff, and
others to obtain feedback on the program’s merits and worth and on the quality of
their own participation. By maintaining a dynamic baseline of evaluation informa-
tion and applications of the information, the evaluator can use this information to
develop a comprehensive summative evaluation report, periodically update the broad
group of stakeholders, and supply program personnel with findings for their own
accountability reports.

The involvement of stakeholders is consistent with a key principle of the change
process. An enterprise—read evaluation here—can best help bring about change in
a target group’s behavior if that group was involved in planning, monitoring, and
judging the enterprise. By involving stakeholders throughout the evaluation process,
decision-oriented evaluators lay the groundwork for bringing stakeholders to under-
stand and value the evaluation process and apply the findings.

Cronbach (1963) advised educators to reorient their evaluations from an objec-
tives orientation to a concern for making better program decisions. While he did
not use the terms formative and summative evaluation, he essentially defined the
underlying concepts. In discussing the distinctions between the constructive, proac-
tive orientation on the one hand and the retrospective, judgmental orientation on
the other, he argued for placing more emphasis on the former. He noted the limited
functionality of the tradition of stressing retrospective outcomes evaluation. Later, I
(Stufflebeam, 1966, 1967) argued that evaluations should help program personnel
make and defend decisions keyed to meeting beneficiaries’ needs. While I advocated
an improvement orientation to evaluation, I also emphasized that evaluators must
both inform decisions and provide information for accountability. I also emphasized
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that the approach should interact with and serve the full range of stakeholders who
need to make judgments and choices about a program. Others who have contributed
to the development of a decision/accountability orientation to evaluation are Alkin
(1969) and Webster (1975).

The decision/accountability-oriented approach is applicable in cases where
program staff and other stakeholders want and need both formative and summative
evaluation. It can provide the evaluation framework for both internal and external
evaluation. When used for internal evaluation, it is usually important to commission
an independent metaevaluation of the inside evaluator’s work. Beyond program eval-
uations, this approach has proved useful in evaluating personnel, students, projects,
facilities, and products.

A major advantage of the approach is that it encourages program personnel to
use evaluation continuously and systematically to plan and implement programs that
meet beneficiaries’ targeted needs. It aids decision making at all program levels and
stresses improvement. It also presents a rationale and framework of information for
helping program personnel to be accountable for their program decisions and
actions. It involves the full range of stakeholders in the evaluation process to ensure
that their evaluation needs are well addressed and to encourage and support them
to make effective use of evaluation findings. It is comprehensive in attending to
context, inputs, process, and outcomes. It balances the use of quantitative and qual-
itative methods. It is keyed to professional standards for evaluations. Finally, the
approach emphasizes that evaluations must be grounded in the democratic princi-
ples of a free society.

A major limitation is that the collaboration required between an evaluator and
stakeholders introduces opportunities for impeding the evaluation and/or biasing its
results, especially when the evaluative situation is politically charged. Further, when
evaluators are actively influencing the course of a program, they may identify so
closely with it that they lose some of the independent, detached perspective needed
to provide objective, forthright reports. Moreover, the approach may overemphasize
formative evaluation and give too little time and resources to summative evaluation.
External metaevaluation has been employed to counteract opportunities for bias and
to ensure a proper balance of the formative and summative aspects of evaluation.
Though the charge is erroneous, this approach carries the connotation that only
top decision makers are served.

Approach 17: Consumer-Oriented Studies

In the consumer-oriented approach, the evaluator is the “enlightened surrogate con-
sumer.” He or she must draw direct evaluative conclusions about the program being
evaluated. Evaluation is viewed as the process of determining something’s merit and
worth, with evaluations being the products of that process. The approach regards a
consumer’s welfare as a program’s primary justification and accords that welfare the
same primacy in program evaluation. Grounded in a deeply reasoned view of ethics
and the common good, together with skills in obtaining and synthesizing pertinent,
valid, and reliable information, the evaluator should help developers produce and
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deliver products and services that are of excellent quality and of great use to con-
sumers (for example, students, their parents, teachers, and taxpayers). More impor-
tantly, the evaluator should help consumers identify and assess the merit and worth
of competing programs, services, and products.

Advance organizers include societal values, consumers’ needs, costs, and criteria
of goodness in the particular evaluation domain. The purpose of a consumer-
oriented program evaluation is to judge the relative merits and worth of the prod-
ucts and services of alternative programs and, thereby, to help taxpayers, practition-
ers, and potential beneficiaries make wise choices. The approach is objectivist in
assuming an underlying reality and positing that it is possible, although often
extremely difficult, to find best answers. It looks at a program comprehensively
in terms of its quality and costs, functionally regarding the assessed needs of
the intended beneficiaries, and comparatively considering reasonably available
alternative programs. Evaluators are expected to subject their program evaluations
to evaluations, what Scriven has termed metaevaluation.

The approach employs a wide range of assessment topics. These include program
description, background and context, client, consumers, resources, function, delivery
system, values, standards, process, outcomes, costs, critical competitors, generalizabil-
ity, statistical significance, assessed needs, bottom-line assessment, practical signifi-
cance, recommendations, reports, and metaevaluation. The evaluation process begins
with consideration of a broad range of such topics, continuously compiles infor-
mation on all of them, and ultimately culminates in a super-compressed judgment
of the program’s merit and worth.

Questions for the consumer-oriented study are derived from society, from
program constituents, and especially from the evaluator’s frame of reference. The
general question addressed is: Which of several alternative programs is the best
choice, given their differential costs, the needs of the consumer group, the values of
society at large, and evidence of both positive and negative outcomes?

Methods include checklists, needs assessments, goal-free evaluation, experimental
and quasi-experimental designs, modus operandi analysis, applying codes of ethical
conduct, and cost analysis (Scriven, 1974a). A preferred method is for an external,
independent consumer advocate to conduct and report findings of studies of
publicly supported programs. The approach is keyed to employing a sound check-
list of the program’s key aspects. Scriven (1991) developed a generic “Key Evalua-
tion Checklist” for this purpose. The main evaluative acts in this approach are
scoring, grading, ranking, apportioning, and producing the final synthesis (Scriven,
1994a).

Scriven (1967) was a pioneer in applying the consumer-oriented approach to
program evaluation, and his work parallels the concurrent work of Ralph Nader
and the Consumers Union in the general field of consumerism. Glass (1969) has
supported and developed Scriven’s approach. Scriven coined the terms formative and
summative evaluation. He allowed that evaluations can be divergent in early quests
for critical competitors and explorations related to clarifying goals and making pro-
grams function well. However, he also maintained that ultimately evaluations must
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converge on summative judgments about a program’s merit and worth. While
accepting the importance of formative evaluation, he also argued against Cronbach’s
(1963) position that formative evaluation should be given the major emphasis.
According to Scriven, the fundamental aim of a sound evaluation is to judge a
program’s merit, comparative value, and overall worth. He sees evaluation as a trans-
discipline encompassing all evaluations of various entities across all applied areas and
disciplines and comprised of a common logic, methodology, and theory that tran-
scends specific evaluation domains, which also have their unique characteristics
(Scriven, 1991, 1994a).

The consumer-oriented study requires a highly credible and competent expert,
together with either sufficient resources to allow the expert to conduct a thorough
study or other means to obtain the needed information. Often, a consumer-
oriented evaluator is engaged to evaluate a program after its formative stages are
over. In these situations, the external consumer-oriented evaluator is often depen-
dent on being able to access a substantial base of information that the program staff
had accumulated. If no such base of information exists, the consumer-oriented
evaluator will have great difficulty in obtaining enough information to produce a
thorough, defensible summative program evaluation.

One of the main advantages of consumer-oriented evaluation is that it is a hard-
hitting, independent assessment intended to protect consumers from shoddy pro-
grams, services, and products and to guide them to support and use those
contributions that best and most cost-effectively address their needs. The approach’s
stress on independent/objective assessment and its attempt to achieve a compre-
hensive assessment of merit and worth yield high credibility with consumer groups.
This is aided by Michael Scriven’s (1991) Key Evaluation Checklist and his Evalu-
ation Thesaurus (in which he presents and explains the checklist). The approach pro-
vides for a summative evaluation to yield a bottom-line judgment of merit and
worth, preceded by a formative evaluation to assist developers to help ensure that
their programs will succeed.

One disadvantage of the consumer-oriented evaluation is that it can be so inde-
pendent from practitioners that it may not assist them to do a better job in serving
consumers. If summative evaluation is applied too early, it can intimidate develop-
ers and stifle their creativity. However, if summative evaluation is applied only near
a program’s end, the evaluator may have great difficulty in obtaining sufficient evi-
dence to confidently and credibly judge the program’s basic value. This often icon-
oclastic approach is also heavily dependent on a highly competent, independent, and
“bulletproof” evaluator.

Approach 18: Accreditation/Certification Approach

Many educational institutions, hospitals, and other service organizations have
periodically been the subject of an accreditation study, and many professionals, at
one time or another, have had to meet certification requirements for a given posi-
tion. Such studies of institutions and personnel are in the realm of accountability-
oriented evaluations, as well as having an improvement element. Institutions,
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institutional programs, and personnel are studied to prove whether they meet
requirements of given professions and service areas and whether they are fit to serve
designated functions in society; typically, the feedback reports identify areas for
improvement.

The advance organizers used in the accreditation/certification study usually are
guidelines and criteria that some accrediting or certifying body has adopted. As pre-
viously suggested, the evaluation’s purpose is to determine whether institutions, insti-
tutional programs, and/or personnel should be approved to perform specified
functions.

The source of questions for accreditation or certification studies is the accredit-
ing or certifying body. Basically, they address the question: Are institutions and their
programs and personnel meeting minimum standards, and how can their perfor-
mance be improved?

Typical methods used in the accreditation/certification approach are self-study
and self-reporting by the individual or institution. In the case of institutions, panels
of experts are assigned to visit the institution, verify a self-report, and gather
additional information. The basis for the self-studies and the visits by expert
panels are usually guidelines and criteria that have been specified by the
accrediting agency.

Accreditation of education was pioneered by the College Entrance Examination
Board around 1901. Since then, the accreditation function has been implemented
and expanded, especially by the Cooperative Study of Secondary School Standards,
dating from around 1933. Subsequently, the accreditation approach has been devel-
oped, further expanded, and administered by the North Central Association of
Secondary Schools and Colleges, along with their associated regional accrediting
agencies across the United States, and by many other accrediting and certifying
bodies. Similar accreditation practices are found in medicine, law, architecture, and
many other professions.

Any area of professional service that potentially could put the public at risk if
services are not delivered by highly trained specialists in accordance with standards
of good practice and safety should consider subjecting its programs to accreditation
reviews and its personnel to certification processes. Such use of evaluation services
is very much in the public interest and is also a means of getting feedback which
can be of use in strengthening capabilities and practices.

The major advantage of the accreditation or certification study is that it aids lay
persons in making informed judgments about the quality of organizations and pro-
grams and the qualifications of individual personnel. Major difficulties are that the
guidelines of accrediting and certifying bodies often emphasize inputs and processes
and not outcomes. Further, the self-study and visitation processes used in accredi-
tation offer many opportunities for corruption and inept performance. As is the case
for a number of the evaluation approaches described above, it is prudent to subject
accreditation and certification processes themselves to independent metaevaluations.

The three improvement/accountability-oriented approaches emphasize the assess-
ment of merit and worth, which is the thrust of the definition of evaluation used
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to classify the 22 approaches considered in this chapter. The chapter turns next to
the fourth and final set of program evaluation approaches—those concerned with
using evaluation to further some social agenda.

SOCIAL AGENDA-DIRECTED/ADVOCACY APPROACHES

Social Agenda/Advocacy approaches are directed to making a difference in society
through program evaluation. These approaches seek to ensure that all segments of
society have equal access to educational and social opportunities and services. They
have an affirmative action bent toward giving preferential treatment through
program evaluation to the disadvantaged. If—as many persons have stated—infor-
mation is power, then these approaches employ program evaluation to empower the
disenfranchised.

The four approaches in this set are oriented to employing the perspectives of
stakeholders as well as of experts in characterizing, investigating, and judging pro-
grams. They favor a constructivist orientation and the use of qualitative methods.
For the most part, they eschew the possibility of finding right or best answers and
reflect the philosophy of postmodernism, with its attendant stress on cultural plu-
ralism, moral relativity, and multiple realities. They provide for democratic engage-
ment of stakeholders in obtaining and interpreting findings.

There is a concern that these approaches might concentrate so heavily on serving
a social mission that they fail to meet the standards of a sound evaluation. By giving
stakeholders the authority for key evaluation decisions, related especially to inter-
pretation and release of findings, evaluators empower these persons to use evalua-
tion to their best advantage. Such delegation of authority over important evaluation
matters makes the evaluation vulnerable to bias and other misuse. Further, if an eval-
uator is intent on serving the underprivileged, empowering the disenfranchised,
and/or righting educational and/or social injustices, he or she might compromise
the independent, impartial perspective needed to produce valid findings, especially
if funds allocated to serve these groups would be withdrawn as a consequence of a
negative report. In the extreme, an advocacy evaluation could compromise the
integrity of the evaluation process to achieve social objectives and thus devolve into
a pseudoevaluation.

Nevertheless, there is much to recommend these approaches, since they are
strongly oriented to democratic principles of equity and fairness and employ prac-
tical procedures for involving the full range of stakeholders. The particular social
agenda/advocacy-directed approaches presented in this chapter seem to have suffi-
cient safeguards needed to walk the line between sound evaluation services and
politically corrupted evaluations. Worries about bias control in these approaches
increase the importance of subjecting advocacy evaluations to metaevaluations
grounded in standards for sound evaluations.

Approach 19: Client-Centered Studies (or Responsive Evaluation)

The classic approach in this set is the client-centered study, or what Robert Stake
(1983) has termed the responsive evaluation. The label client-centered evaluation is
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used here, because one pervasive theme is that the evaluator must work with and
for the support of a diverse client group including, for example, teachers, adminis-
trators, developers, taxpayers, legislators, and financial sponsors. They are the clients
in the sense that they support, develop, administer, or directly operate the programs
under study and seek or need evaluators’ counsel and advice in understanding,
judging, and improving programs. The approach charges evaluators to interact con-
tinuously with, and respond to, the evaluative needs of the various clients.

This approach contrasts sharply with Scriven’s consumer-oriented approach.
Stake’s evaluators are not the independent, objective assessors of Scriven. The client-
centered study embraces local autonomy and helps people who are involved in a
program to evaluate it and use the evaluation for program improvement. The eval-
uator in a sense is the client’s handmaiden as they strive to make the evaluation
serve their needs. Moreover, the client-centered approach rejects objectivist evalua-
tion, subscribing to the postmodernist view, wherein there are no best answers or
clearly preferable values and subjective information is preferred. In this approach,
the program evaluation may culminate in conflicting findings and conclusions,
leaving interpretation to the eyes of the beholders. Client-centered evaluation is
perhaps the leading entry in the “relativistic school of evaluation,” which calls for a
pluralistic, flexible, interactive, holistic, subjective, constructivist, and service-oriented
approach. The approach is relativistic because it seeks no final authoritative conclu-
sion, interpreting findings against stakeholders’ different and often conflicting values.
The approach seeks to examine a program’s full countenance and prizes the col-
lection and reporting of multiple, often conflicting perspectives on the value of a
program’s format, operations, and achievements. Side effects and incidental gains as
well as intended outcomes are to be identified and examined.

The advance organizers in client-centered evaluations are stakeholders’ concerns
and issues in the program itself, as well as the program’s rationale, background, trans-
actions, outcomes, standards, and judgments. The client-centered program evaluation
may serve many purposes. Some of these are helping people in a local setting gain
a perspective on the program’s full countenance; understanding the ways that various
groups see the program’s problems, strengths, and weaknesses; and learning the ways
affected people value the program, as well as the ways program experts judge it.
The evaluators process goal is to carry on a continuous search for key questions
and to provide clients with useful information as it becomes available.

The client-centered/responsive approach has a strong philosophical base: evalua-
tors should promote equity and fairness, help those with little power, thwart the
misuse of power, expose the huckster, unnerve the assured, reassure the insecure,
and always help people see things from alternative viewpoints. The approach sub-
scribes to moral relativity and posits that, for any given set of findings, there are
potentially multiple, conflicting interpretations that are equally plausible.

Community, practitioner, and beneficiary groups in the local environment,
together with external program area experts, provide the questions addressed by the
client-centered study. In general, the groups usually want to know what the program
achieved, how it operated, and how it was judged by involved persons and experts
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in the program area. The more specific evaluation questions emerge as the study
unfolds based on the evaluator’s continuing interactions with stakeholders and their
collaborative assessment of the developing evaluative information.

This approach reflects a formalization of the longstanding practice of informal,
intuitive evaluation. It requires a relaxed and continuous exchange between evalu-
ator and clients. It is more divergent than convergent. Basically, the approach calls
for continuing communication between evaluator and audience for the purposes
of discovering, investigating, and addressing a program’s issues. Designs for client-
centered program evaluations are relatively open-ended and emergent, building
to narrative description, rather than aggregating measurements across cases. The
evaluator attempts to issue timely responses to clients’ concerns and questions by
collecting and reporting useful information, even if the needed information was
not anticipated at the study’s beginning. Concomitant with the ongoing conversa-
tion with clients, the evaluator attempts to obtain and present a rich set of
information on the program. This includes its philosophical foundation and
purposes, history, transactions, and outcomes. Special attention is given to side effects,
the standards that various persons hold for the program, and their judgments of the
program.

Depending on the evaluation’s purpose, the evaluator may legitimately employ a
range of different methods. Preferred methods are the case study, expressive objec-
tives, purposive sampling, observation, adversary reports, story telling to convey com-
plexity, sociodrama, and narrative reports. Client-centered evaluators are charged to
check for the existence of stable and consistent findings by employing redundancy
in their data-collecting activities and replicating their case studies. They are not
expected to act as a program’s sole or final judges, but should collect, process, and
report the opinions and judgments of the full range of the program’s stakeholders
as well as those of pertinent experts. In the end, the evaluator makes a compre-
hensive statement of what the program is observed to be and references the satis-
faction and dissatisfaction that appropriately selected people feel toward the program.
Overall, the client-centered/responsive evaluator uses whatever information sources
and techniques seem relevant to portraying the program’s complexities and multi-
ple realities, and communicates the complexity even if the result instills doubt and
makes decisions more difficult.

Stake (1967) is the pioneer of the client-centered/responsive type of study,
and his approach has been supported and developed by Denny (1978), MacDonald
(1975), Parlett and Hamilton (1972), Rippey (1973), and Smith and Pohland
(1974). Guba’s (1978) early development of constructivist evaluation was heavily
influenced by Stake’s writings on responsive evaluation. Stake has expressed skepti-
cism about scientific inquiry as a dependable guide to developing generalizations
about human services, and pessimism about the potential benefits of formal program
evaluations.

The main condition for applying the client-centered approach is a receptive client
group and a confident, competent, responsive evaluator. The client must be willing
to endorse a quite open, flexible evaluation plan as opposed to a well-developed,
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detailed, preordinate plan and must be receptive to equitable participation by a rep-
resentative group of stakeholders. The client must find qualitative methods accept-
able and usually be willing to forego anything like a tightly controlled experimental
study, although in exceptional cases a controlled field experiment might be
employed. Clients and other involved stakeholders need tolerance, even appreciation
for ambiguity, and should hold out only modest hopes of obtaining definitive
answers to evaluation questions. Clients must also be receptive to ambiguous find-
ings, multiple interpretations, the employment of competing value perspectives, and
the heavy involvement of stakeholders in interpreting and using findings. Finally,
clients must be sufficiently patient to allow the program evaluation to unfold and
find its direction based on ongoing interactions between the evaluator and the
stakeholders.

A major strength of the responsive/client-centered approach is that it involves
action-research, in which people funding, implementing, and using programs are
helped to conduct their own evaluations and use the findings to improve their
understanding, decisions, and actions. The evaluations look deeply into the stake-
holders’ main interests and search broadly for relevant information. They also
examine the program’s rationale, background, process, and outcomes. They make
effective use of qualitative methods and triangulate findings from different sources.
The approach stresses the importance of searching widely for unintended as well as
intended outcomes. It also gives credence to the meaningful participation in the
evaluation by the full range of interested stakeholders. Judgments and other inputs
from all such persons are respected and incorporated in the evaluations. The
approach also provides for effective communication of findings.

A major weakness is the approach’s vulnerability regarding external credibility,
since people in the local setting, in effect, have considerable control over the eval-
uation of their work. Similarly, evaluators working so closely with stakeholders may
lose their independent perspectives. The approach is not very amenable to report-
ing clear findings in time to meet decision or accountability deadlines. Moreover,
rather than bringing closure, the approach’s adversarial aspects and divergent quali-
ties may generate confusion and contentious relations among stakeholders. Some-
times, this cascading, evolving approach may bog down in an unproductive quest
for multiple inputs and interpretations.

Approach 20: Constructivist Evaluation

The constructivist approach to program evaluation is heavily philosophical, service
oriented, and paradigm-driven. Constructivism rejects the existence of any ultimate
reality and employs a subjectivist epistemology. It sees knowledge gained as one or
more human constructions, uncertifiable, and constantly problematic and changing.
It places the evaluators and program stakeholders at the center of the inquiry process,
employing all of them as the evaluation’s “human instruments.” The approach insists
that evaluators be totally ethical in respecting and advocating for all the participants,
especially the disenfranchised. Evaluators are authorized, even expected, to maneu-
ver the evaluation to emancipate and empower involved or affected disenfranchised



72 1. Program Evaluation: An Introduction

people. Evaluators do this by raising stakeholders’ consciousness so that they are
energized, informed, and assisted to transform their world. The evaluator must
respect participants’ free will in all aspects of the inquiry and should empower them
to help shape and control the evaluation activities in their preferred ways. The
inquiry process must be consistent with effective ways of changing and improving
society. Thus, stakeholders must play a key role in determining the evaluation ques-
tions and variables. Throughout the study, the evaluator regularly and continuously
informs and consults stakeholders in all aspects of the study. The approach rescinds
any special privilege of scientific evaluators to work in secret and control/manipu-
late human subjects. In guiding the program evaluation, the evaluator balances ver-
ification with a quest for discovery, balances rigor with relevance and the use of
quantitative and qualitative methods. The evaluator also provides rich and deep
description in preference to precise measurements and statistics. He or she employs
a relativist perspective to obtain and analyze findings, stressing locality and speci-
ficity over generalizability. The evaluator posits that there can be no ultimately
correct conclusions. He or she exalts openness and the continuing search for more
informed and illuminating constructions.

This approach is as much recognizable for what it rejects as for what it proposes.
In general, it strongly opposes positivism as a basis for evaluation, with its realist
ontology, objectivist epistemology, and experimental method. It rejects any absolutist
search for correct answers. It directly opposes the notion of value-free evaluation
and attendant efforts to expunge human bias. It rejects positivism’s deterministic and
reductionist structure and its belief in the possibility of fully explaining studied
programs.

Advance organizers of the contructivist approach are basically the philosophical
constraints placed on the study, as noted above, including the requirement of col-
laborative, unfolding inquiry. The main purpose of the approach is to determine and
make sense of the variety of constructions that exist or emerge among stakehold-
ers. Inquiry is kept open to ongoing communication and to the gathering, analy-
sis, and synthesis of further constructions. One construction is not considered more
“true” than others, but some may be judged as more informed and sophisticated
than others. All evaluation conclusions are viewed as indeterminate, with the con-
tinuing possibility of finding better answers. All constructions are also context depen-
dent. In this respect, the evaluator does define boundaries on what is being
investigated.

The questions addressed in constructivist studies cannot be determined inde-
pendently of participants’ interactions. Evaluator and stakeholders together identify
the questions to be addressed. Questions emerge in the process of formulating
and discussing the study’s rationale, planning the schedule of discussions, and
obtaining various initial persons’ views of the program to be evaluated. The
questions develop further over the course of the approach’s hermeneutic and
dialectic processes. Questions may or may not cover the full range of issues involved
in assessing something’s merit and worth. The set of questions to be studied is
never considered fixed.
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The constructivist methodology is first divergent, then convergent. Through
the use of hermeneutics, the evaluator collects and describes alternative individual
constructions on an evaluation question or issue, ensuring that each depiction
meets with the respondent’s approval. Communication channels are kept open
throughout the inquiry, and all respondents are encouraged and facilitated to
make their inputs and are kept apprised of all aspects of the study. The evaluator
then moves to a dialectical process aimed at achieving as much consensus as
possible among different constructions. Respondents are provided with opportu-
nities to review the full range of constructions along with other relevant informa-
tion. The evaluator engages the respondents in a process of studying and contrasting
existing constructions, considering relevant contextual and other information,
reasoning out the differences among the constructions, and moving as far as they
can toward a consensus. The constructivist evaluation is, in a sense, never-ending.
There is always more to learn, and finding ultimately correct answers is considered
impossible.

Guba and Lincoln (1985, 1989) are pioneers in applying the constructivist
approach to program evaluation. Bhola (1998), a disciple of Guba, has extensive
experience in applying the constructivist approach to evaluating programs in Africa.
In agreement with Guba, he stresses that evaluations are always a function not only
of the evaluator’s approach and interactions with stakeholders, but also of his or her
personal history and outlook. Thomas Schwandt (1984), another disciple of Guba,
has written extensively about the philosophical underpinnings of constructivist eval-
uation. Fetterman’s (1994) empowerment evaluation approach is closely aligned with
constructivist evaluation, since it seeks to engage and serve all stakeholders, espe-
cially those with little influence. However, there is a key difference between the
constructivist and empowerment evaluation approaches. While the constructivist
evaluator retains control of the evaluation and works with stakeholders to develop
a consensus, the empowerment evaluator “gives away” authority for the evaluation
to stakeholders, serving in a technical assistance role.

The constructivist approach can be applied usefully when evaluator, client, and
stakeholders in a program fully agree that the approach is appropriate and that they
will cooperate. They should reach agreement based on an understanding of what
the approach can and cannot deliver. They need to accept that questions and issues
to be studied will unfold throughout the process. They also should be willing to
receive ambiguous, possibly contradictory findings, reflecting stakeholders’ diverse
perspectives. They should know that the shelflife of the findings is likely to be short
(not unlike any other evaluation approach, but clearly acknowledged in the con-
structivist approach). They also need to value qualitative information that largely
reflects the variety of stakeholders’ perspectives and judgments. However, they should
not expect to receive definitive pre-post measures of outcomes or statistical con-
clusions about causes and effects. While these persons can hope for achieving a con-
sensus in the findings, they should agree that such a consensus might not emerge
and that in any case such a consensus would not generalize to other settings or time
periods.
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This approach has a number of advantages. It is exemplary in fully disclosing
the whole evaluation process and its findings. It is consistent with the principle
of effective change that people are more likely to value and use something
(read evaluation here) if they are consulted and involved in its development. It also
seeks to directly involve the full range of stakeholders who might be harmed
or helped by the evaluation as important, empowered partners in the evaluation
enterprise. It is said to be educative for all the participants, whether or not a con-
sensus is reached. It also lowers expectations for what clients can learn about causes
and effects. While it does not promise final answers, it moves from a divergent stage,
in which it searches widely for insights and judgments, to a convergent stage in
which some unified answers are sought. In addition, it uses participants as instru-
ments in the evaluation, thus taking advantage of their relevant experiences, knowl-
edge, and value perspectives; this greatly reduces the burden of developing,
field-testing, and validating information collection instruments before using them.
The approach makes effective use of qualitative methods and triangulates findings
from different sources.

The approach, however, is limited in its applicability and has some disadvantages.
Because of the need for full involvement and ongoing interaction through both the
divergent and convergent stages, it is often difficult to produce the timely reports
that funding agencies and decision makers demand. Further, if the approach is to
work well, it requires the attention and responsible participation of a wide range of
stakeholders. The approach seems to be unrealistically Utopian in this regard: wide-
spread, grass-roots interest and participation are often hard to obtain and sustain
throughout a program evaluation. The situation can be exacerbated by a continu-
ing turnover of stakeholders. While the process emphasizes and promises openness
and full disclosure, some participants do not want to tell their private thoughts and
judgments to the world. Moreover, stakeholders sometimes are poorly informed
about the issues being addressed in an evaluation and thus are poor data sources. It
can be unrealistic to expect that the evaluator can and will take the needed time
to inform, and then meaningfully involve, those who begin as basically ignorant of
the program being assessed. Further, constructivist evaluations can be greatly bur-
dened by itinerant evaluation stakeholders who come and go, and reopen questions
previously addressed and question consensus previously reached. There is the further
issue that some evaluation clients do not take kindly to evaluators who are prone
to report competing, perspectivist answers, and not take a stand regarding a
program’s merit and worth. Many clients are not attuned to the constructivist phi-
losophy and they may value reports that mainly include hard data on outcomes and
assessments of statistical significance. They may expect reports to be based on rela-
tively independent perspectives that are free of program participants’ conflicts of
interest. Since the constructivist approach is a countermeasure to assigning respon-
sibility for successes and failures in a program to certain individuals or groups, many
policy boards, administrators, and financial sponsors might see this rejection of
accountability as unworkable and unacceptable. It is easy to say that all persons in
a program should share the glory or the disgrace; but try to tell this to an excep-
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tionally hardworking and effective teacher in a school program where virtually no
one else tries or succeeds.

Approach 21: Deliberative Democratic Evaluation

Perhaps the newest entry in the program evaluation models enterprise is the
deliberative democratic approach advanced by House and Howe (Chapter 22,
this volume). The approach functions within an explicit democratic framework
and charges evaluators to uphold democratic principles in reaching defensible
conclusions. It envisions program evaluation as a principled, influential societal
institution, contributing to democratization through the issuing of reliable and
valid claims.

The advance organizers of deliberative democratic evaluation are seen in its three
main dimensions: democratic participation, dialogue to examine and authenticate
stakeholders’ inputs, and deliberation to arrive at a defensible assessment of a
program’s merit and worth. All three dimensions are considered essential in all
aspects of a sound program evaluation.

In the democratic dimension, the approach proactively identifies and arranges for
the equitable participation of all interested stakeholders throughout the course of
the evaluation. Equity is stressed, and power imbalances in which the message of
powerful parties would dominate the evaluation message are not tolerated. In the
dialogic dimension, the evaluator engages stakeholders and other audiences to assist
in compiling preliminary findings. Subsequently, the collaborators seriously discuss
and debate the draft findings to ensure that no participant’s views are misrepre-
sented. In the culminating deliberative stage, the evaluator(s) honestly considers and
discusses with others all inputs obtained but then renders what he or she considers
a fully defensible assessment of the program’s merit and worth. All interested stake-
holders are given voice in the evaluation, and the evaluator acknowledges their views
in the final report, but may express disagreement with some of them. The deliber-
ative dimension sees the evaluator(s) reaching a reasoned conclusion by reviewing
all inputs; debating them with stakeholders and others; reflecting deeply on all the
inputs; then reaching a defensible, well-justified conclusion.

The purpose of the approach is to employ democratic participation in the process
of arriving at a defensible assessment of a program. The evaluator(s) determines the
evaluation questions to be addressed, but does so through dialogue and deliberation
with engaged stakeholders. Presumably, the bottom-line questions concern judg-
ments about the program’s merit and its worth to stakeholders.

Methods employed may include discussions with stakeholders, surveys, and
debates. Inclusion, dialogue, and deliberation are considered relevant at all stages of
an evaluation—inception, design, implementation, analysis, synthesis, write-up, pre-
sentation, and discussion. House and Howe present the following ten questions for
assessing the adequacy of a democratic deliberative evaluation: Whose interests are
represented? Are major stakeholders represented? Are any excluded? Are there serious
power imbalances? Are there procedures to control imbalances? How do people par-
ticipate in the evaluation? How authentic is their participation? How involved is
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their interaction? Is there reflective deliberation? How considered and extended is
the deliberation?

Ernest House originated this approach. He and Kenneth Howe say that many
evaluators already implement their proposed principles, and point to an article by
Karlsson (1998) to illustrate their approach. They also refer to a number of authors
who have proposed practices that at least in part are compatible with the democ-
ratic dialogic approach.

The approach is applicable when a client agrees to fund an evaluation that requires
democratic participation of at least a representative group of stakeholders. Thus, the
funding agent must be willing to give up sufficient power to allow inputs from a
wide range of stakeholders, early disclosure of preliminary findings to all interested
parties, and opportunities for the stakeholders to play an influential role in reach-
ing the final conclusions. Obviously, a representative group of stakeholders must be
willing to engage in open and meaningful dialogue and deliberation at all stages of
the study.

The approach has many advantages. It is a direct attempt to make evaluations just.
It strives for democratic participation of stakeholders at all stages of the evaluation.
It seeks to incorporate the views of all interested parties, including insiders and out-
siders, disenfranchised persons and groups, as well as those who control the purse
strings. Meaningful democratic involvement should direct the evaluation to the issues
that people care about and incline them to respect and use the evaluation findings.
The approach employs dialogue to examine and authenticate stakeholders’ inputs.
A key advantage over some other advocacy approaches is that the democratic delib-
erative evaluator expressly reserves the right to rule out inputs that are considered
incorrect or unethical. The evaluator is open to all stakeholders’ views, carefully con-
siders them, but then renders as defensible a judgment of the program as possible.
He or she does not leave the responsibility for reaching a defensible final assessment
to a majority vote of stakeholders—some of whom are sure to have conflicts of
interest and be uninformed. In rendering a final judgment, the evaluator ensures
closure.

As House and Howe have acknowledged, the democratic dialogic approach is, at
this time, unrealistic and often cannot be fully applied. The approach—in offering
and expecting full democratic participation in order to make an evaluation work—
reminds me of a colleague who used to despair of ever changing or improving
higher education. He would say that changing any aspect of our university would
require getting every professor to withhold her or his veto. In view of the very
ambitious demands of the democratic dialogic approach, House and Howe have pro-
posed it as an ideal to be kept in mind even though evaluators will seldom, if ever,
be able to achieve it.

Approach 22: Utilization-Focused Evaluation

The utilization-focused approach is explicitly geared to ensure that program
evaluations make an impact (Patton, Chapter 23, this volume). It is a process for
making choices about an evaluation study in collaboration with a targeted group of
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priority users, selected from a broader set of stakeholders, in order to focus effec-
tively on their intended uses of the evaluation. All aspects of a utilization-focused
program evaluation are chosen and applied to help the targeted users obtain and
apply evaluation findings to their intended uses, and to maximize the likelihood that
they will. Such studies are judged more for the difference they make in improving
programs and influencing decisions and actions than for their elegance or technical
excellence. No matter how good an evaluation report is, if it only sits on the shelf
gathering dust, then it will not contribute positively to the evaluation and possibly
should not have been written.

Placement of Patton’s evaluation approach within the category system used in this
chapter was problematic. His chapter was placed in the Social Agenda section
because it requires democratic participation of a representative group of stakehold-
ers, whom it empowers to determine the evaluation questions and information
needs. Patton gives away such authority over the evaluation to increase the likeli-
hood that the findings will be used. However, utilization-focused evaluations do not
necessarily advocate any social agenda, such as affirmative action to right injustices
and better serve the poor. While the approach is in agreement with the improve-
ment/accountability-oriented approaches in guiding decisions, promoting impacts,
and invoking the Joint Committee (1994) Program Evaluation Standards, it does not
quite fit there. It does not, for example, require assessments of merit and worth. In
fact, Patton essentially has said that his approach is pragmatic and ubiquitous. In the
interest of getting findings used, he will draw upon any legitimate approach to eval-
uation, leaving out any parts that might impede use. As for the dilemma of cate-
gorizing the Utilization-Based Evaluation Model, the reader will note that we placed
Patton’s chapter in this volume, not in the Social Agenda Evaluation Models section,
but in the section on overarching matters (Section V).

The advance organizers of utilization-focused program evaluations are, in the
abstract, the possible users and uses to be served. Working from this initial con-
ception, the evaluator moves as directly as possible to identify in concrete terms
the actual users to be served. Through careful and thorough analysis of stakehold-
ers, the evaluator identifies the multiple and varied perspectives and interests that
should be represented in the study. He or she then selects a group that is willing
to pay the price of substantial involvement and that represents the program’s
stakeholders. The evaluator then engages this client group to clarify why they need
the evaluation, how they intend to apply its findings, how they think it should be
conducted, and what types of reports (e.g., oral and/or printed) should be provided.
He or she facilitates users’ choices by supplying a menu of possible uses, informa-
tion, and reports for the evaluation. This is done not to supply the choices but
to help the client group thoughtfully focus and shape the study. The main possible
uses of evaluation findings contemplated in this approach are assessment of merit
and worth, improvement, and generation of knowledge. The approach also values
the evaluation process itself, seeing it as helpful in enhancing shared understandings
among stakeholders, bringing support to a program, promoting participation in it,
and developing and strengthening organizational capacity. According to Patton, when
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the evaluation process is sound and functional, a printed final report may not be
needed.

In deliberating with intended users, the evaluator emphasizes that the program
evaluation’s purpose must be to give them the information they need to fulfill their
objectives. Such objectives may include socially valuable aims such as combating
problems of illiteracy, crime, hunger, homelessness, unemployment, child abuse,
spouse abuse, substance abuse, illness, alienation, discrimination, malnourishment,
pollution, and bureaucratic waste. However, it is the targeted users who determine
the program to be evaluated, what information is required, how and when it must
be reported, and how it will be used.

In this approach, the evaluator is no iconoclast, but rather the intended users’
servant. Among other roles, he or she is a facilitator. The evaluation should meet
the full range of professional standards for program evaluations, not just utility. The
evaluator must therefore be an effective negotiator, standing on principles of sound
evaluation, but working hard to gear a defensible program evaluation to the targeted
users’ evolving needs. The utilization-focused evaluation is considered situational and
dynamic. Depending on the circumstances, the evaluator may play any of a variety
of roles—trainer, measurement expert, internal colleague, external expert, analyst,
spokesperson, or mediator.

The evaluator works with the targeted users to determine the evaluation ques-
tions. Such questions are to be determined locally, may address any of a wide range
of concerns, and probably will change over time. Example foci are processes, out-
comes, impacts, costs, and cost benefits. The chosen questions are kept front and
center and provide the basis for information collection and reporting plans and
activities, so long as users continue to value and pay attention to the questions.
Often, however, the evaluator and client group will adapt, change, or refine the ques-
tions as the evaluation unfolds.

All evaluation methods are fair game in a utilization-focused program evaluation.
The evaluator will creatively employ whatever methods are relevant (e.g., quantita-
tive and qualitative, formative and summative, naturalistic and experimental). As far
as possible, the utilization-focused evaluator puts the client group in “the driver’s
seat” in determining evaluation methods to ensure that the evaluator focuses on
their most important questions; collects the right information; applies the relevant
values; answers the key action-oriented questions; uses techniques they respect;
reports the information in a form and at a time to maximize use; convinces stake-
holders of the evaluation’s integrity and accuracy; and facilitates the users’ study,
application, and—as appropriate—dissemination of findings. The bases for inter-
preting evaluation findings are the users’ values, and the evaluator will engage in
values clarification to ensure that evaluative information and interpretations serve
users’ purposes. Users are actively involved in interpreting findings. Throughout the
evaluation process, the evaluator balances the concern for utility with provisions for
validity and cost-effectiveness.

In general, the method of utilization-focused program evaluation is labeled
“active-reactive-adaptive and situationally responsive,” emphasizing that the method-
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ology evolves in response to ongoing deliberations between evaluator and client
group, and in consideration of contextual dynamics. Patton (1997) says that “Eval-
uators are active in presenting to intended users their own best judgments about
appropriate evaluation focus and methods; they are reactive in listening attentively
and respectfully to others’ concerns; and they are adaptive in finding ways to design
evaluations that incorporate diverse interests . . . while meeting high standards of
professional practice (p. 383).”

Patton (1980, 1982, 1994, 1997, Chapter 23, this volume) is the leading propo-
nent of utilization-based evaluation. Other advocates of the approach are Alkin
(1995), Cronbach and Associates (1980), Davis and Salasin (1975), and the Joint
Committee on Standards for Educational Evaluation (1981b, 1994).

As defined by Patton, the approach has virtually universal applicability. It is situ-
ational and can be tailored to meet any program evaluation assignment. It carries
with it the integrity of sound evaluation principles. Within these general constraints,
the evaluator negotiates all aspects of the evaluation to serve specific individuals who
need to have a program evaluation performed and who intend to make concrete
use of the findings. The evaluator selects from the entire range of evaluation tech-
niques those that best suit the particular evaluation. And the evaluator plays any of
a wide range of evaluation and improvement-related roles that fit the local needs.
The approach requires a substantial outlay of time and resources by all participants,
both for conducting the evaluation and the needed follow-through.

The approach is geared to maximizing evaluation impacts. It fits well with a key
principle of change: Individuals are more likely to understand, value, and use the
findings of an evaluation if they were meaningfully involved in the enterprise. As
Patton (1997) says, “by actively involving primary intended users, the evaluator is
training users in use, preparing the groundwork for use, and reinforcing the intended
utility of the evaluation” (p. 22). The approach engages stakeholders to determine
the evaluation’s purposes and procedures and uses their involvement to promote the
use of findings. It takes a more realistic approach to stakeholder involvement than
some other advocacy approaches. Rather than trying to reach and work with all
stakeholders, Patton’s approach works concretely with a select, representative group
of users. The approach emphasizes values clarification and attends closely to con-
textual dynamics. It may selectively use any and all relevant evaluation procedures
and triangulates findings from different sources. Finally, the approach stresses the
need to meet all relevant standards for evaluations.

Patton sees the main limitation of the approach to be turnover of involved users.
Replacement users may require that the program evaluation be renegotiated, which
may be necessary to sustain or renew the prospects for evaluation impacts. But it
can also derail or greatly delay the process. Further, the approach seems to be vul-
nerable to corruption by user groups, since they are given so much control over
what will be looked at, the questions addressed, the methods employed, and the
information obtained. Stakeholders with conflicts of interest may inappropriately
influence the evaluation. For example, they may inappropriately limit the evaluation
to a subset of the important questions. It may also be almost impossible to get a
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representative users group to agree on a sufficient commitment of time and safe-
guards to ensure an ethical, valid process of data collection, reporting, and use. More-
over, effective implementation of this approach requires a highly competent,
confident evaluator who can approach any situation flexibly without compromising
basic professional standards. Strong skills of negotiation are essential, and the evalu-
ator must possess expertise in the full range of quantitative and qualitative evalua-
tion methods, strong communication and political skills, and working knowledge of
all applicable standards for evaluations. Unfortunately, not many evaluators are suf-
ficiently trained and experienced to meet these requirements.

The utilization-based approach to evaluation concludes this chapter’s discussion
of social agenda/advocacy approaches. The four approaches concentrate on making
evaluation an instrument of social justice and modesty and candor in presenting
findings that often are ambiguous and contradictory. All four approaches promote
utilization of findings through involvement of stakeholders.

BEST APPROACHES FOR 21" CENTURY EVALUATIONS

Of the variety of evaluation approaches that emerged during the 20" century, nine
can be identified as the strongest and most promising for continued use and devel-
opment beyond the year 2000. The other 13 approaches also have varying degrees
of merit, but I chose in this section to focus on what I judged to be the most
promising approaches. The ratings of these approaches appear in Table 1. They are
listed in order of merit, within the categories of Improvement/Accountability, Social
Mission/Advocacy, and Questions/Methods evaluation approaches. The ratings are
based on the Joint Committee Program Evaluation Standards and were derived by the
author using a special checklist keyed to the Standards.

All nine of the approaches earned overall ratings of Very Good, except Accredi-
tation, which was judged Good overall.' The Utilization-Based and Client-
Centered approaches received Excellent ratings in the standards area of Utility, while
the Decision/Accountability approach was judged Excellent in provisions for
Accuracy. The rating of Good in the Accuracy area for the Outcomes Monitor-
ing/Value-Added approach was due not to this approach’s low merit in what it does,
but to the narrowness of questions addressed and information used; in its narrow
sphere of application, the approach provides technically sound information. The
comparatively lower ratings given to the Accreditation approach result from its being
labor intensive and expensive; its susceptibility to conflict of interest; its overreliance
on self-reports and brief site visits; and its insular resistance to independent
metaevaluations. Nevertheless, the distinctly American and pervasive accreditation
approach is entrenched. All who use it are advised to strengthen it in the areas
of weakness identified in this chapter. The Consumer-Oriented approach also
deserves its special place, with its emphasis on independent assessment of developed
products and services. While the approach is not especially applicable to internal
evaluations for improvement, it complements such approaches with an outsider,
expert view that becomes important when products and services are put up for
dissemination.
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The Case Study approach scored surprisingly well, considering that it is focused
on use of a particular technique. An added bonus is that it can be employed on its
own or as a component of any of the other approaches. As mentioned previously,
the Democratic Deliberative approach is new and appears to be promising for testing
and further development. Finally, the Constructivist approach is a well-founded,
mainly qualitative approach to evaluation that systematically engages interested
parties to help conduct both the divergent and convergent stages of evaluation. All
in all, the nine approaches summarized in Table 1 bode well for the future appli-
cation and further development of alternative program evaluation approaches.

SUMMARY AND CONCLUSIONS

The last half of the 20® century saw considerable development of program evaluation
approaches. In this chapter, 22 identified approaches were grouped as pseudoevalua-
tions, questions/methods-oriented evaluations, improvement/accountability-oriented
evaluations, and social mission/advocacy evaluations. Apart from pseudoevaluations,
there is among the approaches an increasingly balanced quest for rigor, relevance, and
justice. Clearly, the approaches are showing a strong orientation to stakeholder
involvement and the use of multiple methods.

When compared to professional standards for program evaluations, the best
approaches are decision/accountability, utilization-based, client-centered, consumer-
oriented, case study, democratic deliberative, Constructivist, accreditation, and out-
comes monitoring. While House and Howe’s (Chapter 22, this volume) democratic
deliberative approach is new and in their view utopian, it has many elements of a
sound, effective evaluation approach and merits study, further development, and trial.
The worst bets were found to be the politically controlled, public relations, account-
ability (especially payment by results), clarification hearings, and program theory-
based approaches. The rest fell in the middle. A critical analysis of the approaches
has important implications for evaluators, those who train evaluators, theoreticians
concerned with devising better concepts and methods, and those engaged in pro-
fessionalizing program evaluation.

A major consideration for the practitioner is that evaluators may encounter con-
siderable difficulties if their perceptions of the study being undertaken differ from
those of their clients and audiences. Frequently, clients want a politically advanta-
geous study performed, while the evaluator wants to conduct questions/methods-
oriented studies that allow him or her to exploit the methodologies in which he
or she was trained. Moreover, audiences usually want values-oriented studies that
will help them determine the relative merits and worth of competing programs, or
advocacy evaluations that will give them voice in the issues that affect them. If eval-
uators ignore the likely conflicts in purposes, the program evaluation is probably
doomed to fail. At an evaluation’s outset, evaluators must be keenly sensitive to their
own agenda for the study, as well as those that are held by the client and the other
right-to-know audiences. Further, the evaluator should advise involved parties of
possible conflicts in the evaluation’s purposes and should, at the beginning, negoti-
ate a common understanding of the evaluation’s purpose and the appropriate
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approach. Evaluators should also regularly inform participants in their evaluations of
the selected approach’s logic, rationale, process, and pitfalls. This will enhance stake-
holders’ cooperation and constructive use of findings.

Evaluation training programs should effectively address the ferment over and
development of new program evaluation approaches. Trainers should directly teach
their students about expanding and increasingly sophisticated program evaluation
approaches. When students clearly understand the approaches, and provided they
know when and how to apply them they will be in a position to discern which
approaches are worth using and which are not.

For the theoretician, a main point is that the approaches all have inherent strengths
and weaknesses. In general, the weaknesses of the politically oriented studies are that
they are vulnerable to conflicts of interest and may mislead an audience into devel-
oping an unfounded, perhaps erroneous, judgment of a program’s merit and worth.
The main problem with the questions/methods-oriented studies is that they often
address questions that are too narrow to support a full assessment of merit and
worth. However, it is also noteworthy that these types of studies compete favor-
ably with improvement/accountability-oriented evaluation studies and social
agenda/advocacy studies in the efficiency of methodology employed. Improve-
ment/accountability-oriented studies, with their concentration on merit and worth,
undertake a very ambitious task, for it is virtually impossible to fully and unequiv-
ocally assess any program’s ultimate worth. Such an achievement would require
omniscience, infallibility, an unchanging environment, and an unquestioned, singu-
lar value base. Nevertheless, the continuing attempt to address questions of merit
and worth is essential for the advancement of societal programs. Finally, the social
mission/advocacy studies are to be applauded for their quest for equity as well as
excellence in programs being studied. They model their mission by attempting to
make evaluation a participatory, democratic enterprise. Unfortunately, many pitfalls
attend such utopian approaches. These approaches are especially susceptible to bias,
and they face practical constraints in involving, informing, and empowering targeted
stakeholders.

For the evaluation profession itself, the review of program evaluation approaches
underscores the importance of standards and metaevaluations. Professional standards
are needed to maintain a consistently high level of integrity in uses of the various
approaches. All legitimate approaches are enhanced when evaluators key their studies
to professional standards for evaluation and obtain independent reviews of their
evaluations.

NOTE

1. A test to determine differences between overall ratings of models based on one approach that sums
across 30 equally weighted standards and the approach used in Table 1 that provides the average of scores
for four equally weighted categories of standards (having different numbers of standards in each cate-
gory) yielded a Pearson correlation of .968.



4. A RATIONALE FOR
PROGRAM EVALUATION

RALPH W. TYLER

There are two closely related rationales, each of which is often referred to as the
Tyler Rationale. One was developed specifically for evaluation activities and was first
published in 1934 under the title Constructing Achievement Tests (Tyler, 1934). The
other evolved from my work as director of evaluation for the Eight-Year Study. It
was a general rationale for curriculum development and was first published in 1945
as a mimeographed syllabus for my course at the University of Chicago, entitled
Basic Principles of Curriculum and Instruction. This was later picked up by the Univer-
sity of Chicago Press and published as a book in 1949 (Tyler, 1949). Each of these
statements was formulated as an outgrowth of particular circumstances and is
intended to furnish a defensible and orderly procedure to deal with such situations.

THE BACKGROUND OF CONSTRUCTING ACHIEVEMENT TESTS

I was brought to the Ohio State University in 1929 by W.W. Charters, director of
the university’s Bureau of Educational Research, to head the Division of Accom-
plishment Testing. He believed that one of the major missions of the bureau was to
provide assistance to the university in seeking to improve the instruction of under-
graduates. At that time, the university administrator and many members of the Ohio
legislature expressed great concern over the fact that a large percentage of the stu-
dents did not continue their university education beyond the freshman year. The
faculties were urged to improve their teaching, particularly in first- and second-year
classes where the failures and drop-outs were highly concentrated. Charters believed
that teaching and learning in the university could be markedly improved with the
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aid of relevant research and the use of tests and measurements. He asked me to
focus my initial efforts on research in the undergraduate courses. I began in the
biology courses with the cooperation of the instructors.

The instructors told me of their difficulties in trying to help their students to
understand biological phenomena so that they could explain the phenomena in
terms of basic concepts and principles, and solve some common biological prob-
lems by drawing upon observations, making inferences from data, and applying
relevant principles. Most of the students would perform well on written tests, but
in class and laboratory few of them could explain newly observed phenomena or
solve problems not taken up in class. I found that the instructors were using tests
that demanded only that students recall specific information. None of the test exer-
cises required the more complex behaviors that the courses were planned to help
students learn. This was typical of the tests commonly in use at that time. The most
widely used tests in high school and college appraised only recall of information
on specific skills in mathematics and reading.

Using tests of this sort, the instructors were unable to assess objectively the
progress of their students in learning what the courses were designed to help them
learn. Furthermore, the use of tests of recall gave the students the wrong notion of
what they were expected to learn. They were being rewarded by their good test
performance on memorizing specific information and were given no opportunity
in the examinations to demonstrate the behaviors that the instructors believed to
be most important. As we discussed this observation, it seemed clear that new tests
should be constructed, tests that would appraise the degree to which students were
achieving the objectives of the courses.

At that time, the accepted methodology for constructing objective achievement
tests was to sample the content of the textbooks and other instructional materials
used by teachers, and to write questions requiring the students to reproduce this
content. In my own earlier experience in constructing tests, I usually had in mind
what I thought the student should be able to do with each category of content,
and I believed that most skillful test-item writers had some notion of what the edu-
cational objectives should be, but these unexamined ideas were too idiosyncratic to
substitute for an explicit statement by those responsible for the curriculum and
instructional program. Hence, the first step in constructing tests useful in guiding
instruction in these biology courses was to identify the educational objectives of
these courses.

As I worked with the instructors, asking them what they expected students to be
learning in and from their courses, I found that the first answers were usually very
general and often vague. For example, “I am trying to teach them to think,” “I am
teaching the scientific method,” “I want them to develop skill in the laboratory.”
Since the fundamental purpose of education is to help students acquire new ways
of thinking, feeling, and acting, objectives should be defined clearly enough to indi-
cate what the educational program is intended to help students develop—what kinds
of behavior; what ways of thinking, feeling, or acting; and with what content.

As instructors recognized the need for clear definition they were able to set aside
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several afternoons during which we worked out definitions of the objectives they
had in mind, expressing them in terms of behavior and content. For example, the def-
inition they developed for understanding biological phenomena was: to explain
common biological phenomena in terms of relevant concepts and principles. Then,
they listed some 23 concepts and 93 principles that were dealt with in the course
and that could be used to explain most of the common biological phenomena
encountered in that geographic region.The objective, making inferences from exper-
imental data, was defined as making logical inferences from data presented in dealing
with common biological phenomena and presented in current publications in
biology. The objective, skill in the use of laboratory instruments, was defined as using
the compound microscope properly and making sections of common plant and
animal tissues that can be mounted on slides. These are illustrations of the result of
their efforts to clarify their educational goals. Other objectives that they defined
were: application of biological principles, interest in biology, and recall of important
facts and definitions.

As these objectives were defined, it became evident that the exercises to be con-
structed to test for them would require much more than multiple-choice test items
and that, for some, no paper-and-pencil test would likely be valid. We thought that
skillfully constructed multiple-choice tests would serve for appraising the students’
recall of information and definitions, and some modifications of such paper-and-
pencil tests could be used to assess the students’ understanding of biological phe-
nomena, their ability to draw inferences from experimental data, and their ability
to apply principles in explaining biological phenomena. However, we saw no valid
substitute for a direct test of performance in using laboratory instruments. Further-
more, an appraisal of students’ interest in biology would require the development
of a new test procedure.

This experience with the biology courses was repeated in work with instructors
of courses in chemistry, mathematics, philosophy, accounting, history, and home eco-
nomics in the period from 1930-34. It led to my writing the article, “A General-
ized Technique for Constructing Achievement Tests,” which appeared in the volume,
Constructing Achievement Tests, referred to in the first paragraph of this paper.

As we developed tests for the objectives of the biology course, we used them to
gain greater understanding of what the students were leaning and where they
seemed to have difficulty. For example, we found that the students were able to
draw appropriate inferences from the data that the instructors were interpreting in
class and laboratory, but few were able to interpret data that they had not seen
before. This finding led naturally to modifying the course procedure so that stu-
dents could have practice in reading and interpreting experimental data that had
not previously been discussed in class. The instructors and I worked closely together
in developing tests, studying and discussing the results, and trying to improve the
courses where the test results suggested inadequacies. The changes in the courses
were tested continuously in order to find out what changes seemed to remedy the
faults identified earlier. Program evaluation proved to be a very useful means in
assisting course improvements.
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GENERALIZING FROM THESE EXPERIENCES

Although this rationale for achievement testing was conceived and developed to
serve the particular purpose of furnishing assistance to instructors in under-
graduate courses in the Ohio State University, I perceived it as having general
usefulness and wrote the article mentioned above, “A Generalized Technique for
Constructing Achievement Tests.” This procedure involves the following steps:

1. Identifying the objectives of the educational program.

2. Defining each objective in terms of behavior and content.  The definition should not
be so specific that it is in conflict with the basic aim of all educational activi-
ties, which is to help students generalize, that is, to be guided by principles, modes
of approaching situations, cognitive maps, and the like, rather than by rigid rules
and habits. The objective should be clearly defined at the level of generality
intended by those planning and conducting the course.

3. Identifying situations where objectives are utilized. ~The logic of this step should be
obvious. If one has learned something, one has internalized it and can be
expected to utilize it wherever it is appropriate. Hence, if we wish to find out
whether a student has learned something, we should look at those situations
where the learner can use what he has learned. A test, therefore, should sample
these situations.

4. Devising ways to present situations. For the students to demonstrate what they
have learned, the appropriate situations need to be presented in a way that will
evoke the reactions that the normal situations would evoke; or, alternatively,
practical ways should be devised to observe the students’ reactions in the situa-
tions that they normally encounter where the attainment of the objectives can
be shown. It is often difficult to devise artificial situations in which the simula-
tions seem so real as to assure the students’ motivation to respond. This is the
reason for using the term evoke rather than the more passive phrase, requiring a
response.

5. Devising ways to obtain a record. In most written tests the students make the
record by writing their response or by checking one or more of the responses
presented to them. The popularity of the multiple-response test is due to the
case of recording the responses as well as the apparent simplicity of appraising
them. When the skill or ability is accurately indicated by a product the students
make, such as a composition, a dress, or a work of art, the product itself becomes
the record that can be preserved for careful appraisal. Observation checklists,
anecdotal records, and photographs can furnish records of reactions that do not
furnish their own record.

6. Deciding on the terms to use in appraisal. The tradition of scoring or grading tests
in terms of the number of correct responses has often prevailed when the sum
of correct responses does not furnish a useful or a reasonably accurate appraisal
of the students’ attainment of the objectives. An important consideration is to
use terms or units that properly reflect the desirable characteristics of the
students’ reactions in contrast to the undesirable or less desirable. For example,
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in appraising the reactions of students in attacking a problem of resource allo-
cations, the number of relevant major factors they consider can be the units of
desirable characteristics, while the failure to work on their interrelation can be
a descriptive term of an undesirable reaction. In some cases, as in diagnosis, the
terms used may need to indicate syndromes or types of difficulties the learner
is encountering. In appraising products like compositions, two appraisal schemes
can be used—one indicating the level of quality of the total product and the
other furnishing a report on the number of different desirable or undesirable
features, like compound sentences and misspelled words.

7. Devising means to get a representative sample. We all know that human behavior
may vary under different conditions, even when these conditions are clearly
defined. One may read newspaper articles easily and find it hard to read the
directions for assembling an appliance. One can use a large vocabulary in speak-
ing of art and still be limited in the words used to discuss social issues. For a
test to furnish reliable information about what students have learned, it must be
based on a representative and reliable sample of the situations in which this learn-
ing can be exhibited. To obtain a representative sample of something, it is
necessary to define the universe of this something and then to draw random or
stratified samples from this universe. For example, to obtain a representative
sample of the reading situations for a sixth-grade test in comprehension, it is
necessary to define the universe of things the sixth-grader reads, such as kinds
of textbooks, stories, newspapers, directions, etc. It is from this universe that
samples can be drawn for testing. A sample is likely to be representative if it is
drawn from the universe by a random procedure or by being divided into strata,
each randomly sampled and then put together with the samples from the other
strata by the appropriate weights. The adequacy of the sample—that is, its
required size—depends upon both the precision demanded for the purposes that
the test is to serve and the variability of the students’ reactions to the different
situations. The more variable the student reactions are, the larger the sample
required for the desired reliability.

THE BACKGROUND FOR THE CURRICULUM RATIONALE

In 1934, T was asked to serve as director of evaluation for the Eight-Year Study.
This study grew out of pressures for change in the high school curriculum, which
came from several sources. The high schools of 1930 were still very much like those
of 1920, particularly in terms of curriculum content and learning activities. High
school staffs felt that they were prevented from making improvements because of
the rigidity of college entrance requirements and of state accreditation regulations.
Pressures for change were mounting, coming in part from the students themselves.
Many of the young people entering high school came from elementary schools that
had given them greater freedom and more opportunities for self-direction in learn-
ing than they were permitted as high school students. Moreover, with the onset of
the Great Depression in 1929, new demands for change came with such force that
they could no longer be denied. Many young people, unable to find work, enrolled
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in high school. Most of these new students did not plan to go to college, and most
of them found little meaning and interest in their high school tasks. But still they
went to school; there was no other place for them to go.

The high school curriculum of 1930 was not designed for these young people.
Most teachers and principals recognized this fact, and many favored a move to
reconstruct the high school curriculum and the instructional program both to meet
the needs of these Depression youth and to respond to the pressures to give greater
opportunities for self-direction in learning. At the same time, however, they did not
want to jeopardize the chance of college admission for students who wished to go
there, or to lose their state accreditation. This was the dilemma.

The Progressive Education Association took the lead in attacking the problem.
Its officers appointed the Commission on the Relation of School and College and
charged it with the task of devising a way out of the impasse. The commission
served as a forum for the presentation of conflicting points-of-view. Finally, a suf-
ficient degree of consensus was reached to enable the commission to recommend
a pilot program. A small number of secondary schools—ultimately 30 schools and
school systems—were to be selected by the commission and, for eight years, were
to be permitted to develop educational programs that each school believed to be
appropriate for its students, without regard to the current college entrance require-
ments or state accreditation regulations. The schools would be responsible for col-
lecting and reporting information about what students were learning—information
that would help the colleges in selecting candidates for admission. The commission
would make sure that a comprehensive evaluation of the pilot program would be
made and the findings reported.

The schools of the Eight-Year Study began their pilot efforts in September 1933.
It soon became apparent that they needed assistance, both in curriculum develop-
ment, and evaluation. The Progressive Education Association established the Com-
mission on the Secondary School Curriculum, which sponsored a series of studies
of adolescents. The adolescent studies, under Caroline Zachry’s direction, were
to provide helpful information about the interests, needs, activities, and learning
characteristics of youth. Under the leadership of Harold Alberty, subject-matter
committees were formed to draw upon these studies and others, and to publish
volumes that would furnish statements, overall objectives, relevant subject-matter,
and possible learning activities for these subjects.

To meet the need for assistance in evaluation, the Steering Committee asked me
to serve as director of evaluation and to assemble a staff to develop the procedures
and the instruments. The curriculum associates and the evaluation staff worked
closely with the schools throughout the pilot period. Learning how to develop and
operate a new curriculum and instructional program designed to be serviceable to
high school students proved to be a highly significant experience.

Most of the schools began their curriculum development efforts with one or two
ideas about what needed to be done, but they soon discovered that the problems
were more complex than they had earlier conceived. Those who had become very
conscious of the large gap between the needs and interests of students and the
content of the curriculum soon found that there was also a serious problem of relat-
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ing the curriculum to the opportunities and demands of the changing situations
that students were encountering in life outside the school. Others who began with
their focus on developing a curriculum relevant to the social changes so evident in
the 1930s were soon faced with the fact that the students’ motivation to learn was
closely related to their perception of the value of what was being taught in terms
of meeting their needs and interests. Further, all the schools were reminded of the
fact that much of the current content was considered obsolete by many scholars in
the several subject-matter fields. It soon became apparent that the development of
the curriculum and instructional program and the plan of evaluation required more
time than was available on weekends, when the working committees met during
the first year-and-a-half of the program. It was then that we devised the summer
workshops, in which representative teachers from all of the schools worked together
with the Study staffs and subject-matter consultants for six weeks each summer to
develop what was needed.

In 1936, the Curriculum Staff pointed out that the Evaluation Staff had an excel-
lent rationale to guide its work, but there was no such rationale to guide the cur-
riculum efforts. With the encouragement of my associate, Hilda Taba, we developed
the rationale that is presented in the syllabus entitled, Basic Principles of Curriculum
and Instruction. It, like the rationale for testing, evolved from the particular situations
of the Eight-Year Study and was designed as a general procedure to guide the devel-
opment activities in our summer workshops. However, as I participated later in other
situations, particularly, in the Cooperative Study in General Education sponsored by
the American Council in Education, I found the rationale applicable to those dif-
ferent contexts. This recognition led to my use of it in my courses in curriculum
development.

The rationale is simply an orderly way of planning. It identifies four basic ques-
tions that should be answered in developing curriculum and plan of instruction.
These questions are.

1. What education objectives are the students to be helped to attain? That is, what are
they to be helped to learn? What ways of thinking, feeling, and acting are they
to be helped to develop in this educational program?

2. What learning experiences can be provided that will enable the students to attain the
objectives? That is, how will the students be helped to learn what is proposed?

3. How will the learning experiences be organized to maximize their cumulative effect?
That is, what sequence of learning and what plan of integration of learning expe-
riences will be worked out to enable students to internalize what they are learn-
ing and apply it in appropriate situations that they encounter?

4. How will the effectiveness of the program be evaluated? That is, what procedure will
be followed to provide a continuing check on the extent to which the desired
learning is taking place?

The efforts to answer these questions are not to be treated in a one-way, linear
fashion. As committees worked on learning experiences, developing resources, and
trying them out, they often obtained information or thought of new points that
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caused them to re-examine the objectives and to check on the organization of expe-
riences, as well as to see that the evaluation procedure was appropriate for the learn-
ing activities proposed. Similarly, working out a plan for the sequence and
integration of learning experiences often gave rise to re-examination of the treat-
ment of the other three questions. Always, of course, evidence obtained from
evaluation led to further consideration of objectives, learning experiences, and
organization. The basic questions in the rationale were viewed as parts of a cyclical
procedure rather than a linear one.

In connection with each question, the rationale suggests the kinds of empirical
data that can inform the judgments that are made and the kinds of criteria to guide
the judgments. Thus, in selecting educational objectives data regarding the demands
and opportunities in contemporary society, information about the needs, interests,
activities, habits, knowledge, and skills of the students, and the potential contribu-
tions of relevant subject-matters can inform the committees in a more compre-
hensive way than most curriculum groups have considered. Furthermore, the explicit
formulation of the accepted philosophy of education and the state-of-the-art in the
psychology of learning can provide criteria that are more thoughtfully considered
than the intuitive judgments that committees often make.

In developing learning experiences, teachers were helped by recognizing the
conditions commonly identified in conscious, complex, human leaning. At the time
the rationale was formulated, I found little empirical research on the effects of
various ways of organizing learning experiences. Hence, the rationale suggests
criteria for planning and evaluating the organization. The rationale’s treatment of
evaluation is largely a modification of the generalized procedure for achieving test
construction.

PREVIOUS PRACTICE AND THEORY OF EVALUATION

Prior to my use of the term evaluation in 1930, the common terms for appraisal of
learning were examining and testing. Assessment of educational achievement has been
practiced for several thousand years. The prevailing name for this activity changes
from time to time—examining; quizzing; testing; measuring; evaluating; appraising;
and, currently, assessing—but the primary function of ascertaining the educational
attainment of students has remained constant. The scientific or systematic develop-
ment of assessment has taken place largely in the twentieth century. During this
relatively short period of time, some profound changes have taken place in both the
purposes and expectations for testing.

The successful use of psychological and educational tests in World War I led to
their wide adoption by schools and other civilian institutions. When America drafted
two million men for military service in 1918, the problem of organizing and train-
ing this large number of persons who had had no previous military experience was
overwhelming. Who were to be selected for officer training, and who for the variety
of technical tasks—construction, battalions, signal corps, quartermaster corps, and the
like? The psychological advisors developed the Army Alpha Test and other classifi-
cation tests that provided the basis for selecting and classifying this large assortment
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of young men. After the war, groups tests, both of intelligence and achievement,
were constructed and developed for school use, employing the same methodology
that was formulated for the Army Alpha and other military classification tests.

This methodology is designed to arrange those who take the test on a contin-
uum from those who make the highest score to those who make the lowest score.
Such an arrangement permits one to identify the position of any individual in terms
of his or her standing in the total group. By administering the tests to a represen-
tative sample of a defined population, like children in the third grade of U.S. schools,
the continuum on which those best scores are arranged is the distribution of the
scores of all American third graders. This makes it possible to overcome the limita-
tions in comparisons within an individual classroom, school, city, or state by refer-
ring to a national norm. The original purpose was to sort students or to grade them
from excellent to poor. Test items were selected that differentiated among students,
and items that all or almost all students answered correctly and that few, if any,
answered correctly were dropped after tryout. Hence, the resulting test was not a
representative sample of what students were expected to learn.

As I began to work with the instructors at the Ohio State University, it was clear
that they needed tests that would inform them about what students were learning
and where they were having difficulty. Sorting students was not the purpose; instead,
their concern was to improve the curriculum and the instructional program. I real-
ized that test theory developed for purposes of sorting and based on measures of
individual differences would not produce the kinds of evaluation instruments
needed. Hence, I developed a procedure based on theories of instruction and
learning.

Similarly, in formulating a rationale for curriculum development, I was guided by
the theories of Dewey and Whitehead regarding educational aims and theories of
instruction and learning. The prevailing curriculum development procedure was to
identify significant content and to design ways of presenting the content. This left
in limbo the question of learning objectives, that is, what the student is expected
to do with the content. Furthermore, the then-usual procedure for preparing lesson
plans was based on a very primitive view of student learning systems, that is, the
several conditions necessary or helpful in assuring that the desired learning takes
place.

MAJOR APPLICATIONS

At the time the rationales were developed, they were used first in the under-
graduate colleges of Ohio State University, then in the Eight-Year Study and in the
college chemistry tests of the Cooperative Test Service.

In 1938, the evaluation rationale became the basis for the development of the
University of Chicago comprehensive examinations and the instruments constructed
by the 22 colleges in the Cooperative Study in General Education. In 1943, T was
made director of the Examinations Staff of the U.S. Armed Forces Institute, and the
evaluation rationale guided the construction of the hundreds of tests and examina-
tions developed for the Armed Forces.
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The curriculum development rationale has been utilized most extensively in the
construction and revision of curricula for some of the professions, for example, med-
icine, nursing, social work, engineering, and agriculture. I do not know how exten-
sively it has been used in elementary and secondary schools.

CHANGES IN CONCEPTUALIZATION

As the rationales began to be utilized in new situations, I made several changes in
my own conceptions. Others who have used the rationales have probably made
modifications that they found helpful. As evaluation became a term widely used in
educational discourse, its meaning was greatly broadened. It is not often used to
refer to any and all of the efforts to compare the reality of an educational situation
with the conception that has guided the planning and execution. Thus, there is eval-
uation of a proposed educational program made by comparing the conception of
the program with whatever relevant information or generalizations are appropriate
to judge the soundness and practicability of the plan. The testing out of curricu-
lum units and their modification in the light of the test results was a larger part of
the evaluation in the Ohio State University course and in the Eight-Year Study, but
it is now often given a special label of formative evaluation. Then, there is the eval-
uation of implementation, which was a significant activity in the evaluation of the
New York City Activity Schools in the 1940s and was dramatically presented in
Goodlad and Klein’s “Behind the Classroom Doors.”There is evaluation in the con-
tinuous monitoring of programs to identify significant changes, either improvements
or deterioration. There is evaluation of the unintended outcomes of a program, as
well as the effort to identify the extent to which the intended results are being
achieved; and, finally, there is “follow-up” evaluation to ascertain the long-term
effects as learners live and work in different environments, some of which are
supportive and some otherwise.

In the use of evaluation as a means of both understanding an educational program
and improving it, I have come to realize the importance of identifying and apprais-
ing factors in the environment that have a significant influence on learning in addi-
tion to the planned curriculum and the activities of the teacher. The need to
evaluate, measure, or describe such matters as the classroom ethic, the learner’s
expectations, the teacher’s concern for the students, and the standards the teacher
believes the students can reach are illustrations of some of those environmental
factors. In brief, my conception of evaluation has greatly expanded since 1929.

As we learn more about the ways in which persons acquire new kinds of behav-
ior and develop this knowledge, these skills, and the attitudes and interests in various
situations and changing environments, I believe our conceptions of the purposes,
the procedures, and the appropriate instruments of evaluation will continue to
expand as well as to be more sharply focused.
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The first edition of Evaluation Models did not contain a chapter on outcome eval-
uation. Why is there one in this edition? After all, the idea of measuring outcomes
is not new and, as we shall see, outcome evaluation can hardly be regarded as a
unitary approach, given the variety of practices encompassed by the term. Nor can
it really be considered a model, if by model we mean a more or less elaborate rep-
resentation of the structure and relationships of a range of phenomena. Some would
say it is not even evaluation. However, there is still good reason for including in
this volume a description of activities that can be broadly categorized as outcome
evaluation, since they now account for a considerable amount of program moni-
toring activities throughout the world, in some cases displacing more traditional
approaches to evaluation and research, both in countries with long-established tra-
ditions in these disciplines and ones where formal evaluation activities are only being
developed. Outcome evaluation has received the backing and financial support of
governments as well as of international organizations, such as the European Union,
the Organisation for Economic Co-operation and Development, UNESCO, and the
World Bank.

In this chapter, we shall first describe the characteristics of outcome evaluation.
Following that, we shall outline reasons for its growth and advantages attributed to
its use. We shall then identify a number of traditions and developments to which
current practice in outcome evaluation is indebted, followed by examples of
outcome evaluation at state, national, and international levels. After that, we shall
consider approaches used in outcome evaluation. In our concluding remarks, we
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shall outline a number of issues raised by outcome evaluation, and consider how it
fits among traditional approaches. Most of our illustrative material will come from
the field of education, where outcome evaluation probably has had its greatest
impact. But such evaluation is by no means confined to education.

WHAT IS OUTCOME EVALUATION?

A number of features of outcome evaluation can be identified. Firstly, it is a term
that is applied to activities that are designed primarily to measure the (often pre-
sumed) effects or results of programs, rather than their inputs or processes. Second,
since more than measurement is required if an activity is to be regarded as evalua-
tive, a judgment as to where a product lies with respect to a standard is often made.
Thus, outcomes may be related to a target, standard of service, or achievement. Often
the idea of “excellence” is used or implied. The widespread use of the nebulous
term “world class standards” by those in the standards-based reform movement in
the US. is typical of this accent on excellence. Sometimes the judgment of merit
or worth is implicit rather than explicit. An implicit judgment is involved when
information on outcomes (e.g., the mean achievement level of students in a school)
is normative (e.g., indicating where a school stands relative to other schools) and it
is left to clients and the public to make the evaluative judgment and, perhaps, to
take action.

Third, the range of outcomes that have been used in outcome evaluation is con-
siderable. Within the field of education, academic achievement is the outcome most
frequently assessed, and a variety of performance and portfolio modes have been
employed with mixed success. Most states now employ writing samples and these
have been more successful. Other performance and portfolio assessments, however,
have proved to be inefficient, costly, and unreliable. Kentucky had to drop its per-
formance assessment, while Vermont had to rethink its reliance on portfolios
(Kortez, 1994; Koretz, Barron, Mitchell, & Stecher, 1996). Other outcomes have also
been considered relating to building, educational materials, teaching, attitudes to
school, learning motivation, and change in use of a service (student retention rates,
absenteeism, and students’ post-school destinations). Fourth, the effects or results that
are the focus of outcome evaluation may be observed at varying points in a
program—during its life, at it completion, or later in time to assess long-term effects.
Most frequently, the focus is on outcomes at the completion of a program.

Fifth, it is not usual in outcome evaluation to seek to describe or specify what
is actually happening in a program, though the kind of information obtained will
obviously, in general terms at least, be chosen to reflect program activities. In many
circumstances in which outcome evaluation is used, a description of program activ-
ities would be very difficult, if at all possible. This is because many programs are
extremely complex and can only be considered programs in the broadest sense of
the word (e.g., elementary education). Such programs are perhaps more accurately
described as complexes of programs, which are implemented in a variety of ways,
and for which the term system might be more appropriate.

Sixth, while outcome evaluations may eschew descriptions of program activities,
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efforts may be made to relate outcomes to contextual factors or to presumed rele-
vant antecedent variables. Evaluations vary greatly in the extent to which they
attempt to do this, and, later in the paper, we shall refer to analytical techniques
used to address the issue. When such techniques are used, the main purpose is to
distinguish in outcome data between the gross and net effects of program activity.
It is important to do this if outcome information is to be used, as it frequently is,
in the management of resources, in control, for quality assurance, or for account-
ability purposes (e.g., to recognize and attach sanctions to the performance of insti-
tutions or individuals with responsibility for the implementation of a program).

Finally, outcome evaluation may be once-off or may involve monitoring (i.e.,
comparisons of outcomes over time). When integrated into a performance
management system, it is likely to be the latter, since it has to fit into an ongoing
activity.

REASONS FOR GROWTH IN OUTCOME EVALUATION

A number of reasons can be identified for growth in outcome evaluation. First, from
an historical point of view, the 1966 Equal Educational Opportunity Survey, com-
monly called the Coleman report, moved the attention of educational policymakers
away from a definition of equal educational opportunity in terms of school resources
toward a focus on educational outcomes as measured by tests (Coleman et al., 1966).
A second reason is the perceived poor record of traditional evaluation approaches
in providing direction for policymakers in making decisions about the large number
of public programs that have been developed since the 1960s. Short-term readily
applicable solutions did not seem to be forthcoming from such evaluation (Radaelli
& Dente, 1996), while many evaluations were perceived to be costly, slow, and
complex, not paying sufficient attention to outcomes.

A third reason for the growth in outcome evaluation is the development of a
corporatist approach to government administration, signaled by a rise in “manage-
rialism.”The approach is heavily influenced by ideas from the business world, involv-
ing strategic and operational planning, the use of performance indicators, a focus
on “deliverables”/results, a growth in incentive and accountability systems based on
results (e.g., performance-related pay), and the concept of the citizen as consumer
(Davies, 1999). In this situation, “the gentlemanly cult of the amateur administra-
tion”, as Pollitt (1993) has observed, is being displaced, and its successor is “man-
agerialism, not professional evaluation and analysis” (p. 354). The management
consultant is expected to be able to provide the quick, narrow-focused analysis that
is needed.

A fourth reason for growth in outcome evaluation is the increasing influence of
the accounting and audit community in non-financial areas of public administra-
tion. The influence is reflected in “comprehensive audits”, “value for money audits”,
“performance audits”, and “environmental audits.” In a variety of countries today
(e.g., the United States, the United Kingdom, New Zealand, Sweden), audits of per-
formance indicators are carried out, and opinions are issued on the extent to which
systems or programs are meeting indicator targets (Davies, 1999).
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Fifthly, growth in outcome evaluation reflects increasing use of assessment as a
policy tool. In the field of education, this involves a shift from the use of assess-
ment information for localized instructional decision making to centralized high
stakes policy making and accountability monitoring (Madaus & Raczek, 1996).

Sixth, the growth of outcome evaluation owes much to a reorganization of the
public service in several countries, resulting in the use of relatively autonomous
service providers (e.g., National Health Service trusts and grant-maintained schools
in Britain). With decentralization of program authority, and the consequent loss of
direct control over the implementation of programs, the need arose for new con-
tractual arrangements with service providers and for regulation and compliance
monitoring. “Quality” and “standards” are the theme terms, and evaluation arrange-
ments are designed to check that organizations are delivering flexible, cost-effective
services to citizen users (Pollitt, 1993).

Finally, a situation in which growth in demand for public services and social
program funding (e.g., education, health care, social security) is growing more rapidly
than resources can be found for expansion leads to the need for greater efficiency,
which in turn calls for selectivity in deciding what programs are to be continued
and what new activities are to be launched (Blalock, 1999; Duran, Monnier, &
Smith, 1995; Pollitt, 1993).

THE VALUE OF OUTCOME EVALUATION

Several advantages have been attributed to the use of outcome evaluation. One is
based on business experience, where well-articulated goals are associated with orga-
nizational effectiveness. The situation in schools, which are notorious in lacking such
goals, stands in strong contrast to this. It is argued that if schools were to specify
outcomes relating to goals, this would identify what is important, and would
help focus teachers and students on essential curriculum content (see Schmidt,
McKnight, & Raizen, 1996). It is also the position of advocates of outcome evalu-
ation that the specification of outcomes is likely to have a greater impact when
aligned with appropriate assessment. This orientation toward specifying outcomes of
schooling is at the heart of the standards-based reform movement. Various states have
developed curriculum frameworks that mandate, first, academic learning standards
by grade and subject area, and second, assessments to measure achievement related
to these frameworks. For example, the Massachusetts Comprehensive Assessment
System (MCAS), a new assessment program for public schools, “measures the per-
formance of students, schools, and districts on the academic learning standards con-
tained in the Massachusetts Curriculum Frameworks, fulfilling requirements of the
Education Reform law of 1993” (Massachusetts Department of Education, 1998,
p- D).

The driving force behind many state reform efforts would appear to be the cou-
pling of rewards or sanctions to performance on the statewide test. Policymakers are
aware that testing programs that have the greatest impact on the curriculum, instruc-
tion, and learning are ones that students, teachers, administrators, parents, or the
general public perceive as having sanctions or high-stakes associated with them
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(Madaus & Kellaghan, 1992). In 1999, 33 of the United States had or shortly will
have high stakes (e.g., high school graduation, ending social promotion) attached to
their tests, while 14 states link moderate stakes (e.g., a special diploma) to their
assessment systems. Sanctions may involve financial considerations for districts,
schools, or teachers. Sometimes, however, the mere publication of outcome infor-
mation is considered a sanction. There would appear to be two principles underly-
ing the use of sanctions. First, individuals and institutions that are subject to sanctions
will take action to obtain rewards and avoid punishment. Second, if information on
outcomes is brought into the public domain, principles of competition will come
into operation, and, as in the commercial world, those that do well will thrive, those
that do poorly will wither away.

ORIGINS OF OUTCOME EVALUATION

The rationale for, and practice of, outcome evaluation owe a debt to at least six
sources: traditional evaluation, traditions of assessment in education, school effec-
tiveness and education production function research, the performance management
movement, accountability concerns, and technical developments.

Traditional Evaluation

A consideration of the outcomes of programs is an integral feature of many tradi-
tional approaches to evaluation, and, up to the 1970s, educational evaluations focused
primarily on assessing program outcomes. The emphasis on outcomes is most
obvious in objectives-oriented evaluation approaches. Tyler (1949), for example,
focused on educational objectives and their measurement in the context of cur-
riculum evaluation. Other approaches in the Tylerian tradition also accorded promi-
nence to the specification of objectives and judgments of the extent to which they
could be said to have been achieved on the basis of program outcome data (e.g.,
Provus, 1971). However, these approaches differed from many current outcome eval-
uation efforts in Unking program objectives to the goals or objectives of individual
schools or teachers rather than to statewide curriculum frameworks, while outcomes
were not used for high stakes decisions or for accountability purposes.

Traditions of Assessment in Education

Few people would disagree with the view that the outcomes of education are
important. However, agreement would not be as widespread on the relative impor-
tance of outcomes, since individuals differ in their perceptions of the prominence
that should be given to the variety of goals or objectives that have been posited for
schooling. Literacy and numeracy skills are usually accorded particular importance,
and the use of information on outcomes to make decisions about the effectiveness
of schools and teachers, based on students’ acquisitions of these skills, reaches back
into the last century. Perhaps the best-known examples of this approach are
payment-by-results schemes which were introduced into British schools in 1862 to
help improve students’ literacy and mathematical skills and teacher efficiency, while
at the same time saving money. In these schemes, the allocation of funds to schools
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was linked to students’ achievements as measured by written and oral examinations
in reading, writing, and arithmetic. Responsibility for the failure of students was
placed on the shoulders of teachers.

Growth in the use of standardized testing in this century, especially in the United
States, reflects continuing interest in the outcomes of education. Rice’s (1897) work
on spelling is an early example of outcome evaluation. Information on outcomes,
of course, has been used for a variety of purposes, only some of which related to
the evaluation of programs or even of schools. Tests were most frequently used to
assess the performance of individual students. On the basis of their value in this
context, however, Coleman and Karweit (1972) proposed that they could also
be used to provide measures of school performance in evaluating “educational
environments.”

Over the past three decades, standardized tests have been used increasingly as
instruments of national education reform. Their use in diagnosing what is wrong in
education, together with the legislative attention which testing has received, reflect
a fundamental shift in the official education world, not only in the purpose for
which standardized tests are used, but also in perceptions of quality which have
moved from a consideration of school facilities, resources, and conditions to the out-
comes of schooling (Madaus & Raczek, 1996). A recent illustration of the extent
to which outcomes have become a prominent concern of policymakers is to be
found in President Bush’s America 2000 proposal (US Departments of Education
and Labor, 1993) that paved the way for the Educate America Act of 1994. This
legislation proposed that new American Achievement Tests should form part of a
15-point accountability package designed to encourage parents, schools, and com-
munities “to measure results, compare results, and insist on change when the results
aren’t good enough” (Goals 2000: Education America Act, 1994). This legislation
was never implemented and the idea of a “voluntary” national test is still on hold.
Nonetheless, many states have adopted the central ideas in the legislation in design-
ing their own standards-based reform programs.

School Effectiveness and Education Production Function Research

A large number of studies of school effectiveness and of education production func-
tion research has used measures of educational outcomes, usually standardized tests,
in their efforts to determine characteristics of effective schools. An input-output rep-
resentation of schooling was the model most frequently employed: student achieve-
ment at a point in time was related to a series of inputs, usually identified as family
and background influences, school resources, and school characteristics (e.g., current
expenditure, teacher qualifications and experience, pupil-teacher ratio) (see
Hanushek, 1997; Madaus, Airasian, & Kellaghan, 1980).

In line with this tradition, several approaches to outcome evaluation collect data
on input in an effort to identify factors associated with student achievement. The
use of indicators (which might be described as statistics with evaluative relevance)
in outcome evaluation fits particularly well with the input-output conceptualization
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of schooling. Reflecting the input-output model, indicators used by the National
Center for Education Statistics of the U.S. Department of Education now include
context and outcome data (Stern, 1986). At the international level, OECD (1997)
in describing the education systems of member countries has, during the 1990s,
used indicators to describe the demographic, social, and economic context of edu-
cation, financial and human resources invested in education, the learning environ-
ment and the organization of schools, and student achievement.

The Performance Management Movement

Sensitivity to the needs of program managers and decision makers is not new in
evaluation. Stufflebeam (1983), for example, considered that the decision that had
to be made, rather than program objectives, should be the key concern of the eval-
uator. Current interest in the use of evaluation findings for management decisions
has a rather different origin, however: performance management, which has its roots
in the 1930s but grew in popularity in the late 1980s and in the 1990s alongside
more established evaluation approaches. While the general aims of performance man-
agement “to base judgments of the effectiveness of program efforts on more appro-
priate and trustworthy information, and to improve these efforts” (Blalock, 1999, p.
118) do not differ from the aims of many more traditional evaluation approaches,
concepts underlying performance management differ from such approaches in a
number of ways.

While traditional evaluation grew out of social science research, adopting its basic
concepts and techniques, performance management has its roots in a bureaucratic
environment. It is based on planning and management ideas, particularly ones relat-
ing to quality assurance, customer satisfaction, and continuous improvement. It
involves defining performance in terms of results, setting performance targets, deter-
mining the extent to which results are achieved using performance indicators, and
basing resource allocation decisions on performance information. Its aim is to
provide rapid and continuous feedback on a limited number of outcome measures
that are perceived to be of interest to policymakers, administrators, stakeholders,
politicians, and customers, and to be of value in making decisions (Blalock, 1999;
Davies, 1999). The manager, not the “scientific” policy analyst, is the charismatic
figure; efficiency and economy are the main concerns; and the achievement of per-
formance targets is the sign of “administrative health” (Pollitt, 1993).

It was in this context that management information systems (MIS) grew in the
1980s, designed to specify the structures and procedures governing the collection,
analysis, presentation, and use of information in organizations. The development was,
at least in part, a response to the need to monitor the growth and increasing com-
plexity of systems and to justify decisions about resource allocation. Outcome
evaluation fits readily into this picture by providing relatively simple statistical infor-
mation about a system, program, or activity on a timely basis. While more or less
complex analyses may accompany this information in some evaluations, it is not the
primary purpose of outcome evaluation to provide them.
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Acountability

In recent years, accountability has achieved increasing prominence in government
administrations in many countries. Measures to control how stakeholders discharge
their obligations have been devised as a mechanism for dealing with issues which
arise from a number of phenomena: increasing demand for services coupled with
diminishing resources; a multiplication of reform strategies; weak administrative
instruments; and competing values and demands in pluralist cultures. These mea-
sures, which have been applied to a range of public services, might seem a reason-
able way to bring order to complex and poorly understood environments. It is
envisaged that information based on the measures would lead to the use of admin-
istrative controls over the use of inputs to ensure that specified procedures are com-
plied with. But it might also simply involve the identification of products that meet
a specified standard and products that do not. It is regarded as a relatively simple
and straightforward task to use data from an outcome evaluation to place the onus
for change and adjustment on the person or institution identified as being account-
able, and to place one’s trust in the operation of a competitive market and the threat
or promise of sanctions to bring about the desired effect. In this situation, the onus
is not on a manager to identify desirable aspects of implementation or conditions
that need to be changed. He or she does not have to try to understand or explain
why some individuals or institutions are “effective” and some are not. All that is
necessary is to identify the effective and the noneffective, and to have statistical data
to support the judgment.

Despite problems associated with outcome evaluation considered below, account-
ability issues loom large in considerations of school reform today. For example, the
Educational Improvement Act adopted in Tennessee in 1991 created the need to
specify the means by which teachers, schools, and school systems could be held
accountable for meeting objectives set for Tennessee’s education systems. Since the
focus was on product rather than on process, an outcomes-based assessment system
was established and has been embedded in the Tennessee Value Added Assessment
System (TVAAS) which forms an integral part of legislation (Sanders & Horn,
1994).

Technical Developments

The availability of relatively low cost technologies with massive computing capa-
bilities has greatly aided the development, not only of large-scale testing programs
to obtain outcome data, but also of management information systems in general and
logistical planning. Outcome evaluation is greatly facilitated by the capacity to store
vast amounts of data, to link data collected at different points in time, and to carry
out sophisticated statistical analyses.

THE USE OF OUTCOME EVALUATION

The tendency for governments to take responsibility for quality by setting standards
and monitoring scholastic achievement, coupled with an allocation of responsibility
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for the use of resources/inputs to providers, can be found in a wide range of coun-
tries. This is a change from a situation in which, up to recently, monitoring and
evaluation systems were more concerned with resources and implementation than
with assessing results. In many countries, aspects of performance measures are now
underwritten by legislation.

In the United States, the Government Performance and Results Act (GPRA) of
1993 was implemented in October 1997 as a response to reports of waste and inef-
ficiency in government spending. To restore public confidence in government, all
federal agencies would be held accountable for achieving program results, service
quality, customer satisfaction, and for providing Congress with sufficient informa-
tion to improve decision making. Performance measurement would be required and
the resulting data would be made public. A range of publications providing a ratio-
nale for, and description of, performance measurement (“managing for results”), as
well as experience in its use has been prepared by the U.S. General Accounting
Office and other agencies (http://www.reeusda.gov/part/gpra/gpralist.htm).

Major changes have occurred in government agencies following the legislation.
For example, the United States Agency for International Development (USAID) has
developed for its funded projects a “results framework” which involves specification
of goals, objectives, indicators with periodic targets, intermediate results, and long-
term net results (representing the effect of the intervention) (Toffolon-Weiss,
Bertrand, & Terrell, 1999).

Evaluation activity outside the United States is not well documented. However,
it seems reasonable to say that the extent or range of evaluation activities found in
the United States is not found elsewhere, despite a recent surge of evaluation activ-
ity, or at least a recognition of its need, in many countries. In Spain, for example.
government has responded to legislation requiring evaluation following government
action in contracting services, creating conditions for competition, and raising the
issue of accountability. The response reflects a preference for evaluation approaches
that are compatible with the production of management control indicators and are
useful in informing decision making in the policy process. For example, the Catalan
Health Services Administrative Office monitors populations served, cost, and outputs
(e.g., number of visits per inhabitant per day, number and cost of prescriptions)
(Ballart, 1998).

Use of evaluation (through usually of a rather old fashioned variety) has also
grown rapidly in other countries during the 1980s and 1990s. In Denmark, tradi-
tional empirical methodologies (usually surveys) to provide data for political and
organizational development, control, monitoring, and modernization are favored
(Hansson, 1997). In France, “widespread infatuation with public policy evaluation”
as a means of modernizing public service has been reported (Duran, Monnier, &
Smith, 1995, p. 45). In Italy, demands to produce an evaluation framework for recent
reforms in health services (aziettda lizzazione della sanita publica) have resulted in ten-
sions between an approach focused on management and one more oriented to effec-
tiveness and quality assessment. Norway also seems to be showing signs of increasing
enthusiasm for evaluation, though issues have not yet developed with the sharpness
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of focus observable in Anglo-Saxon countries (see News from the Community, Eval-
uation, 1998, 4, 373-379). In the Russian Federation, the requirement of a uniform
curriculum in schools is being replaced by greater autonomy for regional authori-
ties and schools in conjunction with outcome-based curricula (Bakker, 1999).While
the evaluation ambitions of many countries seem less than modest, realization is
being hampered by lack of data, expertise, instruments, and the infrastructure
required for large-scale data collection and analysis. This point has been made regard-
ing the development of evaluation in the People’s Republic of China, where eval-
uation was unknown up to the early 1980s, but is now seen to be important in the
context of national development and economic growth. Many steps are being taken
to improve the country’s evaluation capacity (Hong & Rist, 1997).

We turn now to descriptions of specific outcome evaluation efforts in education
at state level (U.S.), national level, and international level.

Outcome Evaluation at State Level

In the United States, state departments of education are the major players in
outcome evaluation, collecting data on student achievement, publishing the data, and
allowing comparisons to be made between schools and school districts.

In Texas, for example, outcome data are provided at all grade levels for a range
of variables including academic achievement, student promotion rate, student atten-
dance, dropout rate, percentage taking the Scholastic Aptitude Tests, and post-school
college enrolment rate. Cash rewards to schools and to individual professional staff
are given to schools that provide test data for 95 percent of eligible students and in
which at least half its cohorts perform better than a norm group (Webster, Mendro,
& Almaguer, 1994).

The Tennessee Value-Added Assessment System (TVAAS) is also an outcomes-
based system, in which the focus of accountability is on the product of the educa-
tional experience, not the process. The TVAAS has been adopted and legislated for
in state law. According to The Master Plan for Tennessee Schools 1993 of the State
Board of Education, “State and local education policies will be focused on results;
Tennessee will have assessment and management information systems that provide
information on students, schools, and school systems to improve learning and assist
policy making” (cited in Sanders & Horn, 1994, p. 301). Testing takes place at all
grade levels in reading, mathematics, science, language, and social studies. Judgments
are made on the basis of the data that are collected on the effects of school systems,
individual schools, and individual teachers. Data on the first two are released to the
public.

Outcome Evaluation at National Level

The most obvious exemplars of outcome evaluation at national level are “national
assessments”, which have operated in the United Kingdom in one form or another
since 1948, in the United States since 1969, and in France since 1979. The United
States National Assessment of Educational Progress (NAEP) is the most widely
reported assessment model in the literature. It is an ongoing survey, mandated by
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the U.S. Congress and implemented by trained field staff, usually school or district
personnel. The survey is designed to measure students’ educational achievements at
specified ages and grades and reports the percentage of students scoring in the three
controversial performance categories: “basic”, “proficient”, and “advanced”. It also
examines achievements of subpopulations defined by demographic characteristics
and by specific background experience. Over the years, details of the administration
of NAEP have changed; for example, in the frequency of assessment and in the
grade level targeted. At present, assessments are conducted every second year on
samples of students in grades 4, 8, and 12. Eleven instructional areas have been
assessed periodically. Most recent reports have focused on reading and writing, math-
ematics and science, history, geography, and civics. Data have been reported by state,
gender, ethnicity, type of community, and region.

National assessments are now a feature of many other education systems through-
out the world, not only in industrialized countries (e.g., Australia, Canada, Finland,
France, Ireland, the Netherlands, Norway, Sweden, New Zealand, United Kingdom)
but also in developing countries (see Chinapah, 1997; Greaney & Kellaghan, 1996).
An assessment of students’ first language and mathematics at the elementary school
level is included in all national assessments. Science is included in some, and a second
language, art, music, and social studies in a small number. In most countries, data
are collected for a sample of students at a particular age or grade level, but in some
countries, all students at the relevant age or grade level are assessed (Kellaghan &
Grisay, 1995).

Outcome Evaluation at International Level

International assessments differ from national assessments in that they involve mea-
surement of the outcomes of education systems in several countries, usually simul-
taneously. Representatives from many countries (usually from research organizations)
agree on an instrument to assess achievement in a curriculum area, the instrument
is administered to a representative sample of students at a particular age or grade
level in each country, and comparative analyses of the data are carried out
(Kellaghan & Grisay, 1995). The main advantage of international studies over national
assessments is the comparative framework they provide in assessing student achieve-
ment and curricular provision. International assessments give some indication of
where the students in a country stand relative to students in other countries. They
also show the extent to which the treatment of common curriculum areas differs
across countries, and, in particular, the extent to which the approach in a given
country may be idiosyncratic. This information may lead a country to reassess its
curriculum policy.

The International Association for the Evaluation of Educational Achievement
(IEA) has pioneered international assessment studies and has carried out a series of
studies of school achievement, attitudes, and curricula in a variety of countries since
1959. Although one of IEA’s primary functions is to conduct research designed to
improve understanding of the educational process, studies were also intended to have
a more practical and applied purpose: to obtain information relevant to policy-
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making and educational planning in the interest of improving education systems
(Husén, 1967; Postlethwaite, 1987).

To date, the IEA has conducted studies of mathematics achievement, science
achievement, reading literacy, written composition, English as a foreign language,
French as a foreign language, civic education, computers in education, and prepri-
mary childcare. Levels and patterns of achievement have been described and com-
pared across countries. So also have differences in intended and implemented
curricula and in the course-taking patterns of students. A variety of correlates of
achievement has been identified, including students’ opportunity to learn, the
amount of time a subject is studied, the use of computers, and resources in the
homes of students.

APPROACHES IN OUTCOME EVALUATION

A variety of approaches, depending on the outcome to be assessed, has been used
in outcome evaluation. In evaluations in the field of education, assessments of
student achievement usually involve the administration of tests or examinations. The
performances of individual students may then be aggregated to the level of the
teacher, school, district, state, or even nation to allow judgments to be made about
achievement at the desired level.

Judgments may be made on the basis of unadjusted results. In British league tables,
the percentages of students in schools awarded varying grades on public examina-
tions (“performance tables”) have been published since 1992. In the United States,
most state accountability systems in the past compared schools and school districts
on the basis of unadjusted outcome measures (Guskey & Kifer, 1990). Similarly, in
international comparative studies, countries are ranked on the basis of unadjusted
mean scores.

This procedure is perhaps not surprising if outcome evaluation is concerned pri-
marily with description, not explanation, with the product of the educational expe-
rience, not the process by which it was achieved. There is, however, concern about
the extent to which such comparisons are fair, particularly if evaluation results are
used for accountability purposes. The issue at stake is that of distinguishing between
the “net” impact of a program which represents outcomes that are directly attrib-
utable to the program, and “gross” impact which reflects, in addition to net impact,
influences other than the program being monitored. The distinction is readily illus-
trated in the case of student achievements, which are generally recognized as reflect-
ing a variety of influences, including genetic endowment, achievement on entering
school, and the support and assistance that students receive at home and in the com-
munity, all of which may be independent of school and teacher influences (Sanders
& Horn, 1994; Webster et al., 1994). If students differ from school to school in their
levels of achievement when entering a school, measures of absolute levels of student
achievement at a later date may not adequately reflect a school’s success in moving
students from their initial entry levels. However, it seems reasonable to say that
schools and institutions should be held accountable only for things that they can be
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expected to influence, not for the characteristics students bring with them when
they come to school (Woodhouse & Goldstein, 1996).

In line with this thinking, several attempts have been made to develop statistical
methodologies that will permit an assessment of the contributions of schools to
student development in situations in which the nonrandom assignment of students
is assumed. These methodologies are based on two concepts. One relates to “normal”
academic progression, which is the average progression that students make from a
given starting point over a particular period in the school system (described as
“expected” progress).The other is related to the extent to which individual students
or groups of students (e.g., in a class or school) exceed or fall below that average
progress in the specified time period. The difference is regarded as representing the
value which a particular class or school has “added” to students’ progress.

Statistical procedures are usually based on multiple-regression analysis and involve
comparing actual student outcomes with expectations or predictions determined
empirically on the basis of relevant inputs (attendance, gender, ethnicity, earlier
achievement). The most sophisticated of these approaches use longitudinal student
data, in which individual students’ earlier achievement scores are matched with their
later achievement scores. In the Tennessee Value-Added Assessment System, for
example, estimated student gain scores are aggregated to the levels of teacher, school,
and system and are compared with national norm gains, which each school is
expected to achieve. Schools with scores less than two standard deviations below
the norm must show positive progress or risk intervention by the State (Sanders &
Horn, 1994).

Problems associated with the use of value-added measures include inadequate
coverage of the achievements of schools, which may vary by curriculum area,
grade level, and teacher; incomplete data for students arising from absenteeism or
student turnover rate; regression to the mean in statistical analyses; problems with
reliability of measures when the number of students in a school is small; and how
to factor in the contextual effect on achievement created by the ability level of
students in a school or class (Sanders & Horn, 1994; School Curriculum and
Assessment Authority, 1994; Tymms, 1995; Webster et al., 1994; Woodhouse &
Goldstein, 1996).

ISSUES IN OUTCOME EVALUATION

Despite its popularity, the use of outcome evaluation gives rise to a series of issues.
First, since outcome evaluation rests primarily on assumptions related to planning,
incentives, accountability, and consumerism, it is not likely to lead to greater under-
standing of what goes on in programs, or to an identification of the factors that
affect outcomes (e.g., the relative contributions of teachers, schools, and a variety of
other influences, within a program or outside it). However, many would regard
progress in understanding “how” and “why” programs have an impact as important
for real improvement. Second, and related to the first point, is the issue of identi-
fication and specification of the responsibility of providers and clients, particularly
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in situations in which roles may be ambiguous and not clearly separated. How does
one establish that a particular outcome was, even in part, amenable to the influence
of a person to whom responsibility for it may have been assigned? For example,
while it is reasonable to assume that a school and teachers bear some responsibility
for student achievement, do not students and parents also bear responsibility? If
this is so, how should responsibility between the parties be apportioned? And
should the apportionment be the same for all students, in all circumstances, at all
age levels?

Third, performance indicators may be used, recorded, and interpreted in varying
ways, thus giving rise to problems of comparability. For example, a core set of mea-
sures developed by a Federal Interagency Task Force to monitor market programs
in the United States was designed to form the basis of state-level management infor-
mation systems supporting performance monitoring. However, since no state oper-
ates a fully integrated data system serving multiple programs, and since choice of
performance measures differ from one program to another, data are not directly
comparable (Blalock, 1999).

Fourth, since many outcome evaluations focus on a limited range of outcomes,
the data that are obtained may not adequately reflect system or program goals and
objectives. The temptation, of course, is to focus on what is easy to measure, but
this may be to the detriment of important objectives. Perrin (1998) reminds us that
“many activities in the public policy realm, by their very nature, are complex and
intangible and cannot be reduced to a numerical figure . . . What is measured, or
even measurable, often bears little resemblance to what is relevant” (pp. 373-373).
However, focusing on a limited set of outcomes is likely to mean that other out-
comes will be neglected in program implementation.

Fifth, when outcome evaluation is associated with high stakes, meeting the
requirements of measuring and reporting may become more important than what
a program was designed to achieve, resulting in goal displacement. In education, for
example, when assessment results become the goal of instruction, the true purpose
of the instructional process may be subverted as goals are reoriented to meet or
exceed “standards.” Further, efforts to improve performance on the measure do not
necessarily result in improvement in the areas that programs were designed to
achieve. When meeting standards becomes the basis for budgetary decisions, there
is the further consequence that programs that meet standards, rather than program
goals, may be continued, while programs that meet goals, but not standards, may be
discontinued.

Sixth, when evaluations are based on predetermined objectives or standards, it is
unlikely that unintended or unanticipated consequences will be detected. Seventh,
the interpretation of data in outcome evaluations may not adequately acknowledge
diversities in the environment in which programs were implemented. It may well
be that a program is “successful” in one context, but not in another. Finally, the cost
of outcome evaluation may divert funds from other needs, a not unimportant con-
sideration at a time of resource constraints (Battistich et al., 1999; Blalock, 1999;
Davies, 1999; Natriello, 1996; Perrin, 1998).
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OUTCOME EVALUATION AND OTHER FORMS OF EVALUATION

In conclusion, we may ask: Where does outcome evaluation fit among traditional
approaches to program evaluation? The question may be addressed from three not
entirely mutually exclusive points of view: the context in which an evaluation is
carried out, its methodology, and its relationship to the policy process and decision
making.

Context

As far as context is concerned, outcome evaluation, as it has recently developed,
differs from traditional approaches in a number of ways, fitting more comfortably
with its managerial antecedents that with any program evaluation approach. First, it
tends to be part of a bureaucratic routine, providing knowledge that, in theory at
any rate, is relevant to policy. Second, it frequently involves accountability consid-
erations, relating to the scrutinization of programs and reporting of performance
indicators. Third, the most common use of such evaluation is in the context of very
broad and complex programs (represented in, for example, all the efforts made by
a school or school system over a number of years) rather than more discrete and
more clearly specified programs. Fourth, outcome evaluation, as most commonly
practised, relates to on-going practice rather than to innovative or experimental pro-
grams designed to address social or economic problems. Thus, it is not normally
associated with trial runs of new programs, as traditional program evaluation is, nor
is it normally combined with qualitative approaches to assess program implementa-
tion and impact.

Methodology

The methodologies of outcome evaluation have some affinity with early (1960s)
evaluation approaches, which were largely based on Popperian logical positivism,
employing quantitative measures, deductive chains, and aspirations towards general-
ization. While outcome indicators in themselves will not provide valid causal knowl-
edge, interest in causality associated with their use is evidenced in efforts to identify
correlates of achievement and in the assumptions underlying the use of added value
techniques.

While these aspects of outcome evaluation may point to an affinity with tradi-
tional views of evaluation and indeed of research, there are also indications that
outcome evaluation is perceived as a genre that is distinct from traditional evalua-
tion (see Blalock, 1999; Pollitt, 1993). This conclusion seems warranted when one
considers that outcome monitoring (represented in national assessments and inter-
national comparative studies) is being promoted by governments and international
agencies at the same time as, and independently of, more traditional approaches to
evaluation (see, e.g., European Commission, 1997).

Policy and Decision Making

At this stage, there is little documentation available on the use of outcome evalua-
tions in a policy context. The extent to which information derived from such eval-
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uations enters the policy arena will no doubt differ from country to country,
depending on a country’s traditions of government and of policy and decision
making, as well as on the relationships which have already been established between
policymakers, decision makers, and evaluators. Insofar as the methodology of
outcome evaluations seems close to that involved in empirical quantitative
approaches, with their rational view of the policy process, one might expect
outcome information to be considered exogenous to the process, providing “objec-
tive”, “neutral”, and apolitical information to be used instrumentally in policy and
decision making. In this view, as in early evaluation efforts, the evaluator has a role
to play in resolving policy issues, but not as a player in the actual policy process
(Radaelli & Dente, 1996). This conclusion is reinforced when we consider the
number of outcome evaluation projects in which there often is no identifiable “eval-
uator.” Indeed, the term evaluation often does not have a prominent place in dis-
courses on the activities of what we are calling outcome evaluation.

This should not surprise us, given the limited number of goals of information
production that are considered relevant to outcome evaluation. Of the six goals iden-
tified by Blalock (1999) that more conventional methods of evaluation strive to
meet, outcome evaluation is likely to address only one: determining if a program’s
outcomes for clients (and perhaps its net impact) are consistent with desired out-
comes and to improve these outcomes. Outcome evaluation is not likely to provide
information on Blalock’s five other goals: whether or not a program’s interventions
are as intended; whether a program is being delivered to the intended target pop-
ulation; whether a program is being implemented as intended; identification of the
major influences shaping a program’s outcomes; or the appropriateness, utility, and
societal value of policies on which a program is based.

The way in which outcome evaluation information is predicted to work in some
systems suggests that the effort to accommodate the information in policy will be
slight. If, for example, the prime purpose of providing outcome information on
school performance is to attach to it rewards or punishments for school districts,
schools, or teachers, then there would seem to be little need to reflect on, or try
to understand, how schools function, or what it is about programs that facilitates
student growth. Perhaps, the questions raised by these issues are too demanding and
challenging for a busy administrator. The easier course is to import market models
and leave it to competition and consumer choice to bring about desired reform.
However, as long as this approach is followed, many questions that have tradition-
ally occupied evaluators will remain unanswered: does a program contribute to
improvement, is it equitable, what are the unintended consequences, and at what
cost is change achieved?



6. THE ROLE OF TESTING IN EVALUATIONS
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Testing is closely tied to evaluation. Tests of some sort play a role in virtually all
educational program evaluations; indeed, too often an “evaluation” is no more than
a hasty analysis of whether test scores rose.

Supervising or conducting evaluations requires an understanding of basic con-
cepts and central issues in testing; such an understanding helps ensure that tests will
not be misused as an overly simplistic “bottom line.” When tests are chosen care-
fully and interpreted appropriately in evaluations, test results can help answer the
question, “Is this project making a difference?” Because testing is a complex tech-
nology, it is easy for program sponsors to assign concerns about how tests work or
how they are constructed to the experts. But just as a wise patient would never
undergo surgery without asking questions, those who intend to make use of test
results need to pose pertinent questions about the costs, alternatives, and conse-
quences of the testing decisions made in evaluations. This chapter will introduce
some of the aspects of test use that ought to be looked into by those who com-
mission and employ program evaluations.

The chapter opens with an explanation of what a test is. Subsequently, two
types of testing will be considered with respect to evaluation. Traditional forms
of testing, such as the multiple choice test, will be discussed first. Other forms
of testing, the “alternative” forms of assessment which have received much recent

From G. F. Madaus.W. Haney, & A. Kreitzer (1992). Testing and evaluation: Learning from the projects we fund. Washington,
D.C.: Council for Aid to Education.

D.L. Stufflebeam, C.F. Madaus and T. Kellagham (eds.). EVALUATION MODELS. Copyright © 2000. Kluwer Academic
Publishers. Boston. All rights reserved.



114 1I. Questions/Methods-Oriented Evaluation Models

attention, will also be discussed. The chapter will close with a list of questions
to ask and issues to consider when using tests or interpreting test results in an
evaluation.

WHAT IS A TEST?

Despite extensive experience with tests, many Americans, including some who reg-
ularly administer and use tests, would be lost if asked by that famous extraterres-
trial, ET, “What is a test? We don’t have these things on my planet.” ET’s confusion
could be cleared up with an explanation of four concepts central to the definition
of a test:

¢ A test focuses on a particular domain of interest.

e A test is a sample of behavior, products, answers, or performance from that
domain.

* A test permits the user to make inferences about the larger domain of interest, and
then, to use those inferences in describing, making decisions, or determining consequences
about the test taker.

» The degree to which the specific inferences, descriptions, decisions, or conse-
quences are appropriate is called validity.

Test Domain

A test is designed to measure a particular body of knowledge, skills, abilities, or
performances which are of interest to the test user. This area of interest is called
the test domain or test universe. The first step in constructing a test is to define
the domain, so one can readily decide whether a particular aspect of knowl-edge,
or a particular skill, task, ability, or performance clearly falls within the domain.

A straightforward, albeit somewhat simplistic, way to think about the domain for
an achievement test is as a textbook, or as part of a textbook. For example, if a test
writer wanted to construct a fourth-grade mathematics operations test, she might
conceive of the test domain as the operations chapters from a typical fourth-grade
mathematics textbook. The test domain could then be divided into four sections,
called sub-domains or facets, representing the basic operations of addition, subtrac-
tion, multiplication, and division. Any of these four sub-domains could be specified
further. For example, we might limit the addition facet to problems involving three
or fewer digits. The sub-domains could also each be divided into numerical com-
putational problems and word problems. Once we are satisfied with the domain
specification, a test can be constructed to assess either the entire domain of fourth-
grade arithmetic, or some facet of it.

The arithmetic example above represents a comparatively simple content or
achievement domain in education. Not all test domains can be so easily defined, let
alone divided so cleanly into sub-domains or facets. Furthermore, of course, test
domains are not limited to academic or curricular areas. A test domain might focus
on job-related skills for a particular occupation, for example, or on one of a wide
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range of more abstract traits such as intelligence, motivation, honesty, teacher com-
petence, musical aptitude, mathematics problem-solving ability, or psychopathic devi-
ation. Defining the test domain for an abstract trait is necessarily a more thorny
undertaking than specifying the content of a typical textbook.

The concept of the test domain is relevant to evaluations in two important ways.
First, too often people fail to question whether the domain is the correct one for
the uses to which the test will be put. For example, imagine a standardized third-
grade science test being used to evaluate the success of an innovative hands-on
science curriculum. The test domain for the standardized test might, for example,
cover facts concerning seeds and plants, matter and changes, rock formation,
machines, weather, ecology, the moon, and health. The hands-on curriculum might,
instead, emphasize skill development in the areas of observing, classifying, measur-
ing, predicting, making generalizations, hypothesizing, and hypothesis-testing. While
nothing is inherently wrong with the facts-related standardized test, it was drawn
from a domain of “third-grade basic science” that differs dramatically from the vision
of “third-grade science” reflected in the hands-on science curriculum; thus, the stan-
dardized test’s appropriateness in evaluating a hands-on curriculum should be care-
fully examined. The question, “Does this test cover the domain I am really interested
in?” is central to proper test use.

A second major issue with respect to test domains in evaluation is the connota-
tive power of the name given to a domain, and hence to its related test. Names of
tests, such as those that are designed to measure “intelligence” or “functional liter-
acy,” can carry powerful cultural and personal meanings. These associative meanings
color the way people use, interpret, and understand test performance. Thus, even
when the definition of the test domain is appropriate for a given evaluation purpose,
the name of the test may shape how test results are interpreted by various evalua-
tion audiences.

A domain’s name, for example, may fail to convey the uncertainty or some-
times the incompleteness of our conceptualizations. For example, people often
forget, or may never know, that a particular “intelligence” or “teacher compe-
tency” test might represent only a small, and sometimes relatively unimportant,
facet of a larger domain. Taking the test name too literally may mean that a
person’s test performance acquires all the generalized semantic, affective, con-
notative, emotional, and metaphorical baggage associated with the name of the
particular domain—be it ‘“honesty,” “intelligence,” or “readiness”—the test
supposedly represents. Naming a test also affects attitudes about test use, sometimes
at a profound level. For example, people resist the use of an “intelligence test”
to retain children in kindergarten. However, when the same sort of test is
labeled a “readiness” test, the practice becomes defensible and ultimately acceptable
(Cunningham, 1988).

When a tester builds tests to measure constructs like intelligence, the only hope
for some semblance of shared meaning is through clear communication of the spe-
cific facets of the domain the test is supposed to reflect. But this is easier said then
done! The users of tests often do not reference test performance to the test devel-
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Basic Operations

Math Test

Figure 1. Sampling from the Domain of Fourth-Grade Math Basic Operations

opers’ carefully crafted domain definition. Instead, they interpret test performance
in terms of the contexts, meanings, purposes, and cultural sensibilities that they asso-
ciate with a test’s name. Thus, when choosing and using tests, we must be sensitive
to the potential for misinterpretation based on the name of a test.

Sampling from the Test Domain

A second basic concept that needs to be explained when answering the question,
“What is a test?” is that a test is a sample of behavior, products, answers, or perfor-
mance from the larger domain of interest. Even for the comparatively simple domain
of fourth-grade arithmetic problems, the number of possible test questions that could
be constructed is staggering; we could never hope to ask students to solve all of
them. Thus, we select a sample of problems to represent the important parts of the
domain. It is this sample that constitutes the test of the domain.

Figure 1 illustrates the concept of sampling from the domain of fourth-grade
arithmetic. The domain is represented by the chapter of a textbook, with the four
relevant sub-domains represented by chapter sub-headings. The test is made up of
questions from the content of the chapter; in our illustration, each chapter part is
represented by at least one question on the test. If an entire sub-domain, like “divi-
sion,” was not represented at all, or by only a few items, the representativeness of
the sample would be called into question. “Does the sample of test questions ade-
quately represent the domain?” is an important issue to address when using tests in
evaluation.
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Figure 2. Making Inferences Back to the Domain of Fourth-Grade Basic Operations

The sample of items that forms the test and is meant to represent the domain is
generally developed according to plans, called test specifications. Test specifications
describe in detail such matters as the type of items to be used, the number of items
on the test, the proportion of test items representing each part of the domain, the
time allocated to the test, and the statistical characteristics of the item such as item
difficulty and readability levels. Test specifications, therefore, are the detailed blue-
print for constructing the test. Well written test manuals typically include some of
these details for the test user.

Making Inferences from Test Results

Implicit in the above discussion is the concept that it is the domain, not the test
per se, which is of interest in any testing situation. Performance on the particular
small sample of questions that constitute the test is of interest only in so far as it
permits us to make inferences about the whole test domain. This concept of infer-
ences is the third major component of the definition of a test: A test permits one
to make inferences about the domain of interest, and then to use those inferences in
describing, making decisions about, or determining consequences for the test-taker,
the institution, or the program.

To continue with the example of the fourth-grade arithmetic test, a student’s per-
formance (or the average performance of a class) on the ten, twenty, or one hundred
problems making up the arithmetic test is never the ultimate concern. The ultimate
concern is what the performance on the sample of problems, the test, suggests about
student or class mastery of basic arithmetic (see Figure 2).
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Figure 3. Making Inference from the SAT

Test results can lead to inferences that do not refer back to the original test
domain but, instead, to a different domain. The content of aptitude tests, for example,
is drawn from one domain, but the chief inference made from a student’s score is
typically not about how fully he has mastered that domain; instead, the score is
usually used to make an inference about the student’s future performance. The SAT
is a case in point: the items are drawn from mathematics and language arts domains,
but the most common inference from the test scores—and the one for which the
test was designed—concerns the likelihood of success in college. When SAT scores
are used to determine eligibility for college athletics, to award scholarships, or to
compare individual states on educational quality, the inferences are made to differ-
ent domains altogether. The large black arrows in Figure 3 represent inferences made
to different domains from the SAT.

Test Validity

The final concept necessary to understanding a test is validity. Validity is the appro-
priateness, correctness, or meaningfulness of the specific inferences, descriptions,
decisions, or consequences that are triggered by a test score. When the students in
an innovative mathematics program get an average of 20 percent of the problems
on the arithmetic test correct, and the project evaluator infers that they do not
know very much about basic mathematics operations, the validity question is, “Is it
correct to infer that the students have not mastered arithmetic operations?” When
the students are then all assigned to the remedial mathematics class for the remain-
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der of the school year, the validity question is, “Is it appropriate to assign all stu-
dents to remedial math (and hence, potentially, label them as low achievers) based
on the program’s average test score?”

Validity is a widely misused term. Some of the most common misunderstandings
can be clarified by considering the following:

¢ There is no such thing as a generically valid test. In other words, it is incorrect to
broadly and simply assert, “This is a valid test.” Obviously, an inappropriate infer-
ence could be made from even the most well constructed and carefully adminis-
tered test. Thus, statements about a test’s validity must be qualified in terms of the
correctness of a particular inference and consequent description or decision about
particular populations of test takers.

* Validation is an ongoing, indeed, never-ending process of accumulating evidence about
validity. The fundamental characteristic of validation is the search for the meaning
behind the test score. A true validation study seeks evidence that not only con-
firms, but also evidence that might cast doubt on the ability of the test to measure
what it purports to measure.

The validity of a test is a matter of degree, not a simple dichotomy of “valid” or “not
valid.” There is no such thing as a perfect test; inferences are always problematic.
Validation offers a reasoned defense for an inference, decision, or description, not
proof.

USING MULTIPLE-CHOICE TESTS IN EVALUATION

When constructing a test, a test writer must decide how the test takers will
demonstrate what they know and can do. She can ask the examinees to select an
answer from among several alternatives, as on a multiple-choice test. Or, she could
ask them to produce a response, as in answer to an essay question, and then
evaluate the resultant product. She could also consider requiring that the
students perform something, then assess the performance or observed process as
it happens.

When using tests in evaluation, we can choose among these different modes of
testing in order to answer our evaluation questions. Our choice of test type must
be based on a clear understanding of the advantages and disadvantages of each mode,
an awareness of the logistical and contextual constraints of the evaluation, and an
understanding of the evaluation issues we want the tests to inform.

Asking examinees to select among alternatives, as in multiple-choice or true/false
examinations, has been the predominant mode of school testing in the United States
for over four decades. Multiple-choice tests are also the most common way of gath-
ering achievement data in formal educational program evaluations—indeed, multi-
ple-choice standardized tests are mandated for evaluations of many federally-funded
projects such as Chapter 1.
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Multiple-choice tests rose to their position of prominence for reasons that
are easy to understand in a historical context. During the first half of the
1800s in the United States, students graduating from high school typically took
oral examinations. In Boston, educator Horace Mann found these examinations
too time consuming. Further, the questions presented to each examinee had to
be different; once an examinee exited the examination room, the questions
presented to him could be revealed to the next examinees. Mann replaced the
oral exams with essay examinations, which allowed the same questions to be
administered to many students at once. The practice of giving essay examinations
grew and by the Civil War were the most common testing methodology in
American schools.

Large scale immigration and greater access to schooling in the last decades of
the nineteenth century dramatically increased the size of the school-going
population. Even more efficient means of testing were needed. What’s more,
studies had revealed that scores on essay tests varied greatly depending on who
scored them. The invention of the multiple-choice item, credited to Frederick Kelley
in 1914, solved the problems of inefficiency and subjectivity in essay testing.
The use of multiple-choice tests grew rapidly, especially after the development
of optical scanners in the 1950s. Efficiency and objectivity still head the list of
advantages of multiple-choice tests.

Advantages of Using Multiple-Choice Tests in Evaluation

Multiple-choice tests are recommended for use in evaluation for many reasons. Some
of the most common are below:

» They are objectively scored: no matter which person, or for that matter, which
machine corrects the test, the scores will be the same.

* In addition, multiple-choice tests are extremely efficient; they can be administered
to many students at a time and can be scored quickly, accurately, and inexpen-
sively thanks to optical scanners. There is typically no need for trained adminis-
trators or subject-area specialists.

* Multiple-choice tests can cover a great deal of the test domain in com-
paratively little time. For example, students can answer 50 questions in
40 minutes.

* Multiple-choice tests often possess a desirable test characteristic called reliability.
Reliability refers to the consistency of test scores across different testing condi-
tions or different forms of a test.

* Multiple-choice tests, in part because they are objectively scored and widely used,
are perceived by many evaluation audiences to be good, credible sources of infor-
mation.

* Multiple-choice tests provide scores in metrics that are familiar to many evalua-
tion audiences. For example, percentiles or grade-equivalent scores are two norm-
referenced metrics that are widely reported in evaluations.
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A Closer Look

Norm-
Referenced
versus
Criterion-
Referenced
Scores

Norm-referencing and criterion-referencing are two different
ways to report test scores. Nothing is inherently better about
either method of attaching meaning to test performance; they
simply serve different purposes.

Norm-referenced scores compare an examinee’s test perfor-
mance to the performance of other examinees. In routine
classroom testing, a student’s score would typically be compared
to those of her classmates: “Maria performs above the class
average in mathematics, but is in the lower third in reading.”
In standardized educational testing or employment testing, an
examinee’s performance is compared to the performance of a
clearly defined reference group of examinees called a norming
group. The scores of the norming group are used to devise test
norms—that is, the data about normal, below normal, and above
normal performance.

Test users need to know that the norms for a test are appro-
priate. For example, if the norms were developed over a decade
ago, the test user needs to question whether comparing a
person’s score with that group is reasonable. Norm groups
should also be representative; for example, national norms
should be derived from a group of examinees who are
representative of the United States population with respect to
such characteristics as gender, age, race, and region of the
country.

Criterion-referenced scores, on the other hand, say something
about how the examinee performed relative to an absolute per-
formance standard or a criterion. Ideally, a criterion-referenced
score provides a clear answer to the question, “What does this
student know?” or “What can this student do?” For example, if
a content domain is thoroughly defined, and if the test items
sampled from the domain are representative, then a student’s
score of 80 percent correct should be interpretable in terms of
how much of the content domain the student knows. Other
criterion-referenced interpretations might indicate what percent
or how many of the course objectives were passed. For some
professionals, criterion-referencing is synonymous with mastery
testing, in which individual test performance is described as
“pass” or “fail” relative to a pre-determined cut-off score. Inter-
estingly, such a cut-off score is sometimes norm-referenced at
its root, in that it is determined by considering the performance
of a norming group.

Continued




122 1I. Questions/Methods-Oriented Evaluation Models

Many standardized achievement batteries provide both
norm-referenced and criterion-referenced interpretations of
student performance. For example, a student’s performance on
the language mechanics portion of a test could be expressed as
a national percentile, which compares his performance to a
national norming group. It could also be expressed as a local
percentile, which indicates how well he did compared to the
other students in the district. At the same time, the score report
might provide some criterion-referenced interpretations: “this
student demonstrated mastery of sentence-final punctuation,
partial mastery of pronoun wusage, and non-mastery of
capitalization.”

Example from classroom testing: A 50-item mathematics
operations test is given to a class of 25 fourth-grade students.
In this class, Rosalyn got 42 questions right. Twenty of
Rosalyn’s classmates scored below 42.

Criterion-referenced scorings of  Norm-referenced scoring
Rosalyn’s performance: of Rosalyn’s Performance:

Rosalyn got 42 out of 50 Rosalyn scored at the 80th
questions right. percentile.

Rosalyn got 84%. Rosalyn ranked 6th in her class.

Disadvantages of Using Multiple-Choice Tests in Evaluation

Despite their many advantages, multiple-choice tests have been criticized for some
of the following reasons.

* Multiple-choice test items are often inherently ambiguous. Wording that may
appear clear to a test writer may unintentionally confuse the test taker.

* Multiple-choice tests provide little truly diagnostic information about students.
They provide no information about why pupils get items right or wrong and no
data about the process that the students employed in responding.

* In a similar sense, typical multiple-choice-standardized tests provide little infor-
mation that can be directly used by the teacher to guide or improve instruction.

* Multiple-choice tests often do not tap (hence often do not provide information
about) students’ higher order thinking skills. It is easier to write multiple-choice
items to measure factual knowledge than complex, multi-step mental processes,
though the latter can be done.

¢ If multiple-choice tests are associated with important sanctions and rewards, such
as promotion to the next grade or graduation from high school, they can exert
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negative influences on the curriculum. Imagine a school that wishes to receive
continued project funding for an innovative program they have developed. If con-
tinued funding is contingent on test score improvement, we would almost cer-
tainly see such an improvement. Unfortunately, the reason for a score increase
under such circumstances is often that instruction has been reduced to drilling
for the test.

A Closer Look

___ Reliability refers to the accuracy, consistency, or lack of mea-
Reliability surement error associated with a set of test scores. If you
stepped on your bathroom scale at 6:00 a.m. and got on it
again at 7:00 a.m. the same morning and got two very dif-
ferent readings, you would question its reliability. Similarly, the
trustworthiness of a test would be called into question if it
yielded very different results under slightly different testing
conditions. Of course no test, or bathroom scale, or opinion
poll, or measuring instrument of any sort is without some
error; you just want to be sure that the accuracy is adequate
for the decisions you want to make from test results.
Perfect reliability is 1.00; complete lack of reliability is 0.00.
Many tests used for important decisions at the individual level,
such as the SAT, have reliabilities in the low .90s. One rule
of thumb given for tests that are used for decisions about
groups, as is usually the case in evaluations, is that they should
have reliabilities above .65 (Mehrens & Lehmann, 1987).

USING ALTERNATIVE ASSESSMENTS IN EVALUATION

The well documented problems with multiple-choice tests, such as those highlighted
above, have provoked a demand for different kinds of tests. These “different” kinds
of tests are generally referred to as “alternative assessments,” since they represent an
alternative to the dominant multiple-choice standardized tests. Performance assess-
ments, portfolios, and even multiple-choice items that require higher-order think-
ing, have all been included under this rubric.

What these alternative test and item types have in common are the following
characteristics:

¢ They focus on a whole task, not on discrete bits of information.
¢ They require that the examinee produce or perform, not select.
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A Closer Look

Examples of
Alternative
Assessment

Performance assessment requires students to demonstrate
their knowledge of particular subject matter. These types of
assessment are commonly encountered in science in the
form of experiments and other laboratory work, but they
can be used in any subject area. For example, in social
studies, a unit on reading and using a compass could cul-
minate in an outdoor orienteering contest to find a “buried
treasure.” Given a list of directions and a compass, a student
would have to follow the directions successfully from start
to finish to locate the treasure.

Portfolios are simply repositories for student work.
Ideally, they can showcase and document a student’s devel-
opment in a given subject over time. Typically, the overall
format is decided upon by the teacher, but the student has
at least some role in selecting which work to include and
determining how that work will be evaluated. For example,
a writing portfolio might include several drafts of several
different papers, as well as an essay in which the student
explicitly compares two of the papers. Later in the semes-
ter, the student might write a table of contents for the port-
folio and an evaluative essay about the contents and the
development they reflect.

QUESTIONS TO ASK WHEN USING TESTS IN PROGRAM EVALUATION

We have to use tests and assessment instruments, but we must not deceive ourselves
or others into believing that our test results are infallible. Wise test use involves
asking informed questions about every testing decision. None of the disadvantages
mentioned above with respect to either traditional or alternative testing presents
insurmountable difficulties as long as we know about the potential pitfalls and know

what to ask about them.

When making testing decisions in evaluation, or working with an evaluator who

is making testing decisions, some of the questions you might ask are:

* What are our purposes for testing? What inferences, decisions, descriptions, or

consequences do we hope to produce from test results?

¢ Is the domain of the test the domain we are interested in? Does the name of the

test mask an incomplete conception of the domain?

¢ Is the norm group for the test appropriate for our testing decisions? Are the norms

up-to-date?




6. The Role of Testing in Evaluations 125

Are we using an appropriate metric and ensuring that those who use our evalu-
ation results understand it?

Are there other indicators that can support the conclusions drawn from the test
results? What other sources of information (such as other tests or teacher opin-
ions) can help us judge the inferences we make from the test?

Do we have to test every student in every grade to make our decisions? If you
are using an expensive or disruptive testing procedure, and you do not need to
make decisions at the level of the individual student (that is, “Should Johnny do
more work on addition?”), consider testing only a random sample of the students
(see box below).

How can we tap the context-rich knowledge of the teacher?

What contextual and logistical constraints will affect our choice of testing mode?

A Closer Look

“Do the fifth graders in our innovative reading program now
Matrix read better?” This is a common sort of question to ask in an
Sampling evaluation; the most common way to answer it has been to

choose a test, administer it to all fifth graders in the program,

and look at the results.

But think about this: When a banana boat arrives in the
harbor from a foreign country, does the agricultural inspector
open every banana in order to determine if the shipment is up
to standards? He or she samples from among the bananas in
the boat, and makes inferences about the whole shipment based
on the bananas in the sample. We can apply the same princi-
ple in educational evaluation. We do not have to test everyone
in a group in order to make inferences about that group. If we
are using an expensive, time consuming, or disruptive testing
procedure, sampling becomes an especially attractive option.

Another variation on sampling is called matrix sampling. In
matrix sampling, both students and types of assessment are sys-
tematically sampled. For example, of the 100 fifth graders in
our innovative reading program, a randomly selected 25 might
take a multiple-choice test of reading skills, another randomly
selected 25 might provide oral reading samples, 25 might retell
a story they had read, and the last 25 might turn in portfolios
of book reports. Matrix sampling allows us to use a wide range
of assessment techniques and thus increases the scope of infor-
mation we have about the targeted skill or subject area, in this
case, reading.




7. THE DISCREPANCY EVALUATION MODEL

ANDRES STEINMETZ

The word evaluation is used loosely to encompass many different activities and pur-
poses. When educators evaluate a reading program, they may be referring to decid-
ing which of several reading programs their school district should adopt; when
evaluating a school-bell schedule, they may mean finding out how popular the
schedule is among students and faculty and what the advantages and disadvantages
of several other bell schedules may be; when evaluating students, they may mean
administering achievement or psychological tests; and so on.

Also, the more educators stress the need for evaluation and the more it is asso-
ciated with accountability and funding decisions, the more the term appears in their
vocabulary. People become willing to call a lot of things evaluation when they need
to show that they have done something called evaluation.

While a wide variety of activities is encompassed by the term, there is an appre-
hensiveness associated with it that seems to remain invariant. Evaluation suggests
making judgments of worth, and these judgments are generally accompanied by
strong emotional reactions. The term raises apprehension that judgments will be
made which will affect the social and/or professional status of people, their career
plans, their self esteem, the scope of their authority, and so on.
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What all this amounts to is that when one is called upon to do evaluation, it is
usually hard to escape first doing battle with a lot of expectations people have about
what is going to happen. To work effectively, a practitioner is forced to clarify his/
her position relative to all these expectations. The Discrepancy Evaluation Model
(DEM)' represents an assembly of ideas and procedures arising out of attempts to
respond constructively to such expectations. It represents a scheme with which to
respond to the challenges presented by the difficult task of evaluating educational
programs.

BASIC TENETS OF THE MODEL
The Concepts of Standards, Performance, and Discrepancy

In order to evaluate something, we inevitably make comparisons. More specifically,
we say that to evaluate a given object (whether a person, a motorcycle, or a program)
it must be compared to a standard. By a standard we mean a list, description, or
representation of the qualities or characteristics the object should possess. In other
words, a description of how something should be is called the Standard (S).

Once we are clear about how things should be, we can proceed to find out
whether they actually are that way. When we are engaged in finding out the actual
characteristics of the object to be evaluated, we are taking Performance measures
(P).Thus, evaluation is a matter of comparing S against P.

There is another term involved in the comparison between S and P.We say that
the comparison yields Discrepancy (D) information, and thus we can speak of eval-
uation as being a matter of making judgments about the worth or adequacy of an
object based upon D information between S and P.

The concepts of S, P, and D surface quite naturally whenever, under the name
of evaluation, one wants to judge the adequacy or worth of something. Suppose,
for example, that you want to purchase a motorcycle but are uncertain whether the
specific one you are considering is in good mechanical condition, and you, there-
fore, arrange to have a mechanic examine it. We can use the concepts of S, P, and
D to describe what the mechanic will do pursuant to your request to find out
whether the motorcycle is in good mechanical condition. Essentially, the mechanic
will take certain P measures and compare these to an S. The D information gen-
erated in making the comparison will somehow aggregate into a judgment about
whether the motorcycle is or is not in good mechanical condition.

The mechanic has some ideas about how the motorcycle should be functioning
when it functions adequately and he/she will proceed to test these out. For example,
he/she may refer to the motorcycle specifications manual to find out what
compression the pistons should generate, and that information will become part of
the S. Then, as a P measure, he/she can find out whether the pistons do in fact
generate the compression specified. He/She may also listen to the way the motor-
cycle is idling (P) and compare that to his/her experience in order to decide
whether the engine sounds the way if should sound (S). Or, he/she may refer to
both his/her experience and the specifications manual (S) in order to generate D
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information about the actual condition (P) of the brakes. As another P information-
collecting strategy, the mechanic is also likely to drive the motorcycle and compare
how it feels and sounds with how he/she thinks the motorcycle should feel and
sound.

Thus, to find out whether the motorcycle is in good mechanical condition,
the mechanic will do certain things, like measure compression, test the brakes,
examine the spark plugs, etc., all of which represent gathering P information. Of
course, the mechanic will probably restrict himself/herself to collecting P measures
on a limited number of dimensions according to time available; the price he/she
has agreed on with you; his/her experience about what is important to look at;
and, also, the availability of an S governing what he/she is looking at. Note also
that S will vary in specificity and will be a mixture of the mechanic’s experience
and the operating and engineering specifications of the motorcycle. The D infor-
mation he/she generates by comparing S and P will become a basis for the con-
clusions he/she submits to you. In his/her conclusions, he/she is likely to pass a
judgment by saying that the motorcycle is or is not in good condition. He/she will
probably substantiate his/her conclusion by referring to some of his/her findings.
He/She might add things like, “the piston rings are worn,” or “it needs a new
clutch” and thus roll into one phrase a P statement, an S, D information between
the two, and a conclusion indicating what to do about it. Furthermore, knowing
that you are trying to decide whether or not to buy the motorcycle, he/she is
likely to make a recommendation such as, “it’s OK for the price,” or “I wouldn’t
buy it.”

In similar fashion, the S, P and D concepts can be shown to underlie the making
of any judgment of adequacy or worth. More than that, they seem to underlie any
cybernetic process and much of human behavior. Under the DEM, however, the
important thing is how these concepts are applied. To discuss how they are applied,
I would first like to make some summary observations about the work of the
mechanic in the example considered above. Then, I will consider the role of a DEM
evaluator by elaborating a bit further on the same motorcycle example. At that point,
we will be in a position to understand the application of the DEM and can go on
to apply it to something a bit more complex than a motorcycle—an educational
program.

Summary Observations

1. The person you consulted to determine whether the motorcycle is in good
mechanical condition is considered by you to be an expert in motorcycle
mechanics.

2. Both the S and the specific characteristics of the motorcycle to be examined
(the specific P information to be gathered) were selected and determined by the
mechanic. In particular, the sources of the S were the mechanic’s experience and
knowledge, and the manufacturer’s specifications.

3. Much of the S was left implicit. You might ask to have the S applied, verbalized
or explained to you, but the custom governing the exchange between you, the
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client, and the mechanic (as expert and as evaluator) tends to keep that sort of
conversation to a minimum and on a relatively superficial level. And, whatever
conversations might be held about § are usually jargon-loaded and assume
knowledge over the very conditions or phenomena which, as client, you don’t
have, and which led to your turning to someone else in the first place. Thus, the
specific S brought to bear on certain performance information may remain
unknown to you and, to some extent because they are not articulated by
him/her, less than consciously known to the mechanic. For example, in exam-
ining the condition of the spark plugs the mechanic may notice that they are a
brand which he/she considers inferior to another brand. That, in itself, may tend
to make him/her more willing to consider their life exhausted than he/she might
otherwise be. And the influence of that bias in his/her judgment is something
the mechanic may not be ready to acknowledge.

4. You are not likely to see the specific performance information obtained. The
mechanic is likely to report to you an overall judgment about the mechanical
condition of the motorcycle, elaborate a bit on some of his/her findings, and
respond to some questions you might have. He/She is unlikely, however, to
itemize P and D information for you or to be explicit about how he/she
aggregated the D information to arrive at his/her judgment. He/She may also
recommend to you a course of action—repair, price negotiation, etc.

The Role of the Evaluator

We have seen how what the mechanic was asked to do can be discussed in terms
of S, P and D. Thus, we can say that the mechanic was evaluating the mechanical
adequacy of the motorcycle. But we would not say that he/she was applying the
DEM, even though we can describe what he/she did in terms of S, P and D,
because the critical thing about the DEM is the manner in which these concepts
are applied. The crucial thing rests in the role relationship that is assumed by the
evaluator vis-a-vis the client. In particular, the DEM evaluator would neither set S
nor judge the comparisons made between S and P, though he/she would normally
collect P. Instead, he/she would assist the client to do these things for
himself/herself.

Let’s suppose, to explore this role relationship, that you come to me, a DEM eval-
vator and neither a motorcycle expert nor mechanic, and ask me to help you with
your larger problem—namely, to evaluate a specific motorcycle with the aim of
deciding whether or not to purchase it. As a DEM evaluator, the first thing I would
be concerned about is the existence of an S. I would want to know from you what
you are looking for in a motorcycle, what characteristics or qualities you feel that
motorcycle should possess. If my turning to you for an S seems a little odd at this
point, it may be because we have some different ideas about and expectations from
an evaluation. Remember that this role characteristic of the evaluator is chosen in
order to permit constructive response to technical, political, organizational, and emo-
tional problems encountered in the applied situation.
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Table 1. First Attempt at a Standard

Characteristics the motor cycle should possess:

— Cost: should not cost over $800

— Power: should be able to cruise at 60mph

— Stability: should be large and heavy enough to stay on the road

— Noise: should be quiet

— Appearance: should have the classic “World War I look™

— Mechanical Condition: should be in good condition and not presently need repairs

Table 2. Elements of an Evaluation Workplan

Evaluation Source of Data Date Info
Question Standard Information Instrument Collector is Needed
1. How much The motocycle Seller of Interview Evaluator Next
does this should not cost motorcycle Friday
motorcycle cost more than $800
2. Does this Should be able
motorcycle to cruise

cruise at 60mph?

at 60mph

As a DEM evaluator, I would be seeking a model representing the kind of motor-
cycle you are looking for, which can then be used as the S against which to compare
any particular motorcycle. This stands in contrast to summary observations (1) and
(2) above, which noted how the mechanic (as evaluator) was considered an expert
authority and the source of the S governing mechanical functioning. I might begin
by helping you make a list of the characteristics or qualities you value or find desir-
able, as shown in Table 1.

While this first attempt at an S gives an idea of the kinds of characteristics you
feel the desired motorcycle should possess, I would still need further guidance from
you before I could collect P information that would be useful to you. I would ask
you to formulate some questions—evaluation questions—which you would want
answered relative to each characteristic making up the S. These would be questions
which ask directly whether the quality, condition, or characteristic desired and spec-
ified by the S obtains in reality. Let’s take cost and power, for example. In the case
of cost, an evaluation question might be: What does this specific motorcycle cost?
In getting ready to answer this question, I would make a little work plan, some-
thing like that shown in Table 2, which I would review with you.

It would be clear that when I get the answer to question one in dollars, it will
be easy for you to determine whether or not the S is met, since you have said it
should not cost over $800. Let’s consider power, however. As shown in Table 2, an
evaluation question here might be: Does this motorcycle cruise at 60 mph? In think-
ing through the elements of the evaluation work plan here, however, I would be
faced right away with a basic problem, and I would turn to you for clarification of
the following points: I can answer the question in many different ways and still meet
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your Standard. For example, I could ride down a long incline and maintain 60 mph,
or drive a straightaway with no passengers or wind and maintain 60 mph for one-
half hour, or I could find that the engineering specifications say the motorcycle will
cruise at 65 with one passenger, or so on. So, I would think through these diffi-
culties with you and urge you to set an § that restricted more severely the number
of different conditions and answers that would satisfy it. We might thus end up with
a more specific S as shown in Table 3.

Let’s now turn to another aspect of the S mentioned in Table 1, i.e., stability. We
can see right away that the same problem with the S reappears here. You claim a
relationship between size, weight, and stability, but if we don’t know what it is, then
simply finding out the size and weight of a given motorcycle will not let you know
whether your S for stability will have been met. Again, I would urge you to decide
what you will consider adequate stability and to agree with me on an appropriate
way of taking performance measures. If you could reach no conclusion on your
own, I would help you think through a number of different options. You could
consult motorcycle engineers for constellations of variables and conditions that
might define stability; you could launch a research project yourself aimed at defin-
ing stability and the factors involved, etc.You could also decide to remove the whole
matter of stability from your S. While I would facilitate an S-setting process and
seek to confront you with decisions you would need to make in order to have an
S available, I would not get involved in the work or decisions involved in creating
the S itself. Thus, for example, I would not carry out the research project that would
build the S—unless I completely changed my contract with you, and it was made
clear I would no longer be an evaluator. To me, evaluation would presume the exis-
tence of the S and would entail merely looking at a specific object or event to see
whether pertinent characteristics or conditions are present.

Table 3. Elements of an Evaluation Workplan

Evaluation Source of Data Date Info
Question Standard Information Instrument Collection Needed
1. How much The motocycle Seller of Interview Evaluator Next
does this should not Motorcycle Friday
motorcycle cost? cost more
than $800
2. Does this It should Engineering Review of Evaluator Next
motorcycle maintain 60 mph specifications engineering Friday
cruise at with 2 passengers specs
60 mph? on a straightaway
all day.
It should Motorcycle Road test Evaluator MNext
maintain 60 mph Friday

with 2 adults up
the mile-long
hill on Rt. 629
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Under most circumstances, I would not even collect any data unless the perti-
nent S was explicitly stated. Otherwise, you, as client, would be left open to the
possibility that I, and not you, would make the ultimate judgment of adequacy in
the evaluation. Suppose you decide that the research questions concerning stability
are too time-consuming and expensive given that you want to reach a decision
within a brief time period. Thus, you are in the position of remaining interested in
a certain quality (stability) yet find yourself without an § for it. This certainly is a
common enough situation in most daily affairs, and there is a popular method for
dealing with it: leave the S unexplicated and decide on the adequacy of the P infor-
mation as you collect it. Applying this method to our example, one could drive the
motorcycle and draw some conclusion about how “stable” one feels—which involves
conjuring up an S based on the immediate experience. One would be contrasting
the immediate experience to an ideal implicit model of stability. One could also
make a comparative judgment by riding a number of motorcycles and comparing
the feelings of stability involved. Either way, one collects some psycho-motor knowl-
edge about the stability one desires, formulates as S, and generates D information
while test driving. However, if this latter route were chosen in order to obtain P
measures on stability, then you, as client, would have to do the test driving. You are
the one, after all, who is primarily interested in knowing whether a specific motor-
cycle meets your S. If the S is left unobservable and if I, as evaluator, do the test
driving, the matter of stability would end up being judged against my (implicit) S
and not yours.

Review

While the work of both the mechanic and the DEM evaluator can be described in
terms of the S, P and D concepts and thus be called evaluation, there are impor-
tant differences in the way each discharged his/her role. These differences can be
summarized in terms of the relationship of the mechanic and the evaluator of S
involved. The mechanic was the source of S, selected S, defined the P measures to
be made, the procedures involved, and also collected the P information. He/She
then compared S and P in each case and formed an overall judgement concerning
the mechanical adequacy of the motorcycle based on the D information generated.
He/She was also not particularly concerned with making § explicit nor with pre-
senting P in any great detail. At least, he/she did so only as it seemed necessary to
make his/her conclusions plausible and convincing to the client, or in answer to
specific questions.

In contrast, the DEM evaluator approached the problem by helping the client
articulate the dimensions involved in S by making it clear that the responsibility for
deciding what S should be rests with the client. The evaluator also made it clear that
the client had to specify the kind of evidence that would be an acceptable index
of the S as well as what would be considered criterion performance. Moreover, the
significance attached to all discrepancies found and, thus, the overall judgment of
adequacy, was also left to the client. The DEM evaluator was thus the facilitator of
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a process. The actual evaluator, in the sense of making the judgment of worth, was
the client.

To ensure that the client would be in the position of making the judgment of
worth, both the § and P information to be collected had to reach a certain level
of specificity independent of the personality of the DEM evaluator. This is one thing
that makes the role of the evaluator tricky. While the DEM evaluator would gen-
erally consider it part of his/her responsibility to collect P information, he/she
would not do so in cases where it would evidently compromise the client’s ability
to compare S and P and thus give D significance. The example involving stability
was a case in point. We saw that by leaving S embedded in personal experience,
the very definition and collection of P tacitly set S. Therefore, in that instance, the
client was asked to collect P himself/herself.

There are two aspects of the posture of the DEM evaluator that require further
comment. They have to do with the interest of distinguishing clearly between the
acts of setting S and determining whether S has been met. First, as already noted,
setting S is the responsibility of the client, but facilitating the process is the respon-
sibility of the evaluator. It the client is unable to formulate a pertinent S, then he/she
can undertake whatever activity necessary to create it, which may involve consult-
ing experts or launching research projects. He/She may also engage an expert to
do the “evaluation” for him/her. This was the situation in the example above, where
a mechanic was engaged to judge the mechanical condition of the motorcycle
because the client did not feel he/she had the expertise to do it himself/herself.
Yet, because of the way in which this “evaluation” was performed, or, more exactly,
because of the client’s relation to it, we would not consider it a DEM evaluation.
The major reason for this is that the client is not expressly setting S, and this would
be considered pre-empting his/her decison making role and responsibility. It may
be objected that the client is still free to accept or reject whatever the expert ends
up recommending. That is, of course, true, but the point is not so much that the
client end up making the final decisions as it is that he/she expand his/her aware-
ness of the raw ingredients that go into making the decision. Choosing to accept
or reject a formed judgment is different from being a party to the making of that
judgment.

The second matter is a variation of the difficulty often encountered in specify-
ing S. One can say that leaving the definition of something like stability to an unex-
plicated feeling derived from test driving is not objective, is not scientific, or does
not provide the evaluator with an operational or observable definition. And not
being objective or scientific in this sense is generally shunned. I prefer, however, not
to talk about the issue in this way. I think it is better to discuss the issue in terms
of roles and responsibilities. The client is the one who has to live with the choice
made. He/She is the one who has to take responsibility for the evaluation and the
decisions resulting from it. The specific data or performance information one
responds to in comparing P and S is certainly a matter of one’s belief structure and
one’s preferred way of relating to the world. If nothing other than empirical or sci-
entific data will do, then certainly one could proceed to construct an empirical def-
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inition of “stability.” But I don’t think that is automatically the best or most appro-
priate way to proceed. A client may find his/her own personal judgment based on
feel or unexplicated criteria satisfactory, and if he/she does, I will too. That doesn’t
mean that I would not try to explore with the client other alternatives or the con-
sequences of doing things in different ways. It also doesn’t mean that I would accept
any evaluation contract whatsoever. It means that the credibility of evidence is a
function of one’s beliefs and that quantitative objective data is not necessarily the
thing to strive for.

An interesting corollary here is that, in the case of program evaluation, absolutely
any program objective is an adequate objective as far as the DEM evaluator is con-
cerned. There is no need to insist on behavioral or other kinds of objectives. The
role description already provided emphasizes freedom to set S as seems desirable
and pertinent to the client, who carries the responsibility for the program. Rules
for expressing criterion performance, in particular, are not necessarily deduced from
a certain methodological orientation or logical framework. Acceptable S and P are
seen, rather, as a function of the set of agreements and beliefs that make up the
world of the client.

These role characteristics may be unwieldly when a layperson wants to evaluate
a motorcycle, but they are essential to the comprehensive and useful evaluation of
something like an educational or social service program. This is because programs
represent organized human activity and, as such, always represent normative states
of affairs. For here, S’s ultimately are issues in social and moral philosophy, and,
immediately, ideological and political matters. The position taken here is that S not
be left to experts dissociated from the responsibilities of program operation and
management. For program staff to choose and commit themselves to the S perti-
nent to their clients’ contexts and personalities is fully as important as having an S
that is rooted in abstract empirical generalizations (i.e., expert knowledge).

Finally, it should be evident that setting the role of the evaluator in this way for-
malizes the common human evaluative activity that is associated with any deliber-
ate act. When applied to a program, DEM evaluation refers to making explicit the
procedures and norms governing the SPD cycles that make up planning, imple-
mentation, and review activities. Thus, DEM program evaluation is aimed at program
improvement. With the client in control of S and guiding the collection of P, D
information can be used to keep action flexible, responsive, and informed. Since D
is the result of comparing S and P, we can reduce D by changing S or changing
P. Changing S involves program redesign, perhaps changing basic objectives or activ-
ities. To change only P in a program requires that management exert greater control
over operations.

THE APPLICATION OF THE DEM TO AN EDUCATIONAL PROGRAM
Review of the Model

We have said that evaluation always consists of comparing Performance (P) with
a Standard (S). This comparison yields Discrepancy (D) information, which can be
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Teacher In-Service Program
Teacher
In-Service Selecti Curriculum
ection
I
Program Development
Instruction I
Figure 1. Level I Analysis Figure 2. Level II Component Analysis

used as a basis for making a judgment of value or worth about the object being
evaluated.

To evaluate something, we must have a pertinent S available. Obtaining such an
S is usually not easy and, in most circumstances, has to be created—a job done by
the client, assisted by the evaluator, to clarify and make conscious the S that should
govern the activity or object being evaluated. Usually the extent to which S can
be made explicit and observable is a matter of degree—important dimensions of it
remaining implicit.

The evaluator collects data for which an explicit S is available; but, in order to
do so, the evaluator and client must first agree on both the specific P information
to be collected and the source of that information. This may involve the client and
evaluator working together to continually clarify S.

Basic Steps in the Application of the DEM to a Program

The first thing to do is to understand that the purpose of the evaluation is to
improve the program by making SPD cycles explicit and public insofar as is possi-
ble. This includes agreeing to the role distinctions between client and evaluator dis-
cussed above, and clearing the way for the first task, which is to create S.

Creating S is action-oriented planning. The client must turn both to existing
knowledge and to his/her own experiences, values, and purposes in order to con-
struct S. He/She must seek to involve others on his/her staff, those affected by the
program, or those for whom the program is designed, in order to end up with an
adequate and realistic S. Creating S is thus very much an exercise in applied goal-
and value-clarification and may be thought of as creating a concrete model of a
program.

A useful way to proceed in order to create S is to do a component analysis: to
break the program into its major activities, functions, or components. Each com-
ponent, in turn, can then be broken into its subcomponents and so on, until a level
of detail is reached suitable to the needs of program management. For example,
suppose the program we are concerned about is a teacher in-service program. We
can represent it as shown in Figure 1. However, upon thinking through the basic
organization, we might decide that the program really consists of three major com-
ponents: selection, curriculum development, and instruction. These can then be rep-
resented as subcomponents of the teacher in-service program as shown in Figure 2.
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Teacher In-Service Program

Selection

Curriculum Development

Staff Selection

Instruction

Participant Selection

Figure 3. Level Il Component Analysis of the Teacher In-Service Program

Each time we break a component into subcomponents, we reach a new level of
detail. Thus, we call Figure 1 level I analysis and Figure 2 level II analysis. Figure 3
shows a level III analysis for the selection component. While selection alone has
been chosen for the sake of brevity, the other components would be similarly broken
down when constructing a program design.

In order to write a practical description of each component and subcompo-
nent, we do an input-process-output analysis for each. This means that we assume
program activity is not random, that it is goal-directed and that each activity has
one or more objectives. These objectives, which may be conditions, behaviors,
tangible products, or any purpose an activity is trying to realize, are outputs. The
things we do to bring about the outputs are processes. Processes indicate what will
be done, who will do it, how, when, and where. They describe how resources will
be combined or transformed to produce outputs. The resources themselves, the
personnel, facilities, materials, prerequisites, etc., that are needed to support the
processes, are inputs.

Let’s assign the entire program the numeral 1.0. We could then call the selec-
tion component 1.1, curriculum development 1.2, and instruction 1.3. Similarly,
staff selection can be 1.1.1. and participant selection, 1.1.2. (This numbering system
offers a convenient way to refer to components and follows the usual outlining
form.) An abbreviated input-process-output description for each might look as
shown in Table 4.

In the same way, a program design or § would be developed for each of the
other subcomponents, breaking these down further into their components (thus
going to level IV detail), if that is useful. Notice that the output of 1.1.1, two teacher
trainers, is referenced: “to 1.1.2, 1.2, and 1.3.” This indicates that the output of 1.1.1
is used as input to 1.1.2, 1.2, and 1.3. In other words, the teacher trainers will be
inputs to the participant selection, curriculum development, and in-service instruc-
tion activities. The input-process-output description for 1.1.2 shows this relation-
ship between 1.1.1 and 1.1.2 with the entry “teacher trainers (from 1.1.1)” in the
input column. We would thus expect to find the contribution of the teacher train-
ers mentioned in the description of the process for 1.1.2, participant selection. The
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Table 4. Input-Process-Output Description for Two Components

Input

Process

Qutput

— Program director
— 3 principals

— 3 building coordinators
— teacher needs assessment data

— $30,000 personnel budget
— Personnel Office procedures

— Program director

— teacher trainers (from 1.1.1)
— teacher needs assessment data
— 3 building coordinators

1.1.1 STAFF SELECTION.
The program director meets with
the principals and building
coordinators of each of the 3 schools
in order to:
— write job descriptions for
2 tull-time teacher trainers
based on needs assessment data;
— coordinate with the school
district personnel office and
their recruitment procedures;
— plan the applicant screening
and selection procedures;
— carry out the selection procedure.

1.1.2 PARTICIPANT SELECTION.
(Describes how the participants

for the in-service program

will be selected.)

— 2 teacher trainers
(to 1.1.2, 1.2, 1.3).

— 10 teachers from
each school (to 1.3).

Teacher In-Service Program

Selection

Staff Curriculum
Salection P evelop t

1141 1.2
Participant In-Service
Selection Instruction

1.1.2 1.3

1.1

1.0

Figure 4. Level III Program Network

design also shows that the ten teachers from each school are inputs to component
1.3, in-service instruction (that makes sense, of course, since they will be the ben-

eficiaries of the program).

These input-to-output relationships are shown in the network in Figure 4, which
is the same as Figure 3, except that the component numbers and some arrows
between components have been added. An arrow between components means that
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one component produces at least one output that is an input to the other compo-
nent. Thus, the fact that teacher trainers selected in 1.1.1 are an input to 1.1.2, as
already noted, is shown with an arrow connecting 1.1.1 and 1.1.2.The other (input-
output) relationships among components are also shown with arrows. This additional
information to the component analysis of Figure 3 leads us to call Figure 4 a
network.

This kind of component and relationship analysis eventually produces a detailed
program design. It will consist of input-process-output narratives for each compo-
nent, along with a network showing all components (and subcomponents) and the
major relationships among them. This design then acts as S; specifying what should
be, the intent of the program. As we will see in a moment, P data can then be col-
lected on any aspect of the program to determine whether what should be occur-
ring or resulting (S) is actually taking place (P).

It should be evident that this planning procedure stands to surface differences in
values, approaches, procedures, philosophical orientations, etc. Properly facilitated by
the DEM evaluator, planning promotes resolution or negotiation of these differences
and agreement on the § that will govern formal evaluation. As these plans are imple-
mented and periodically reviewed in light of P information, they may be changed
or amended; that is, the S may change as conditions change and as continuous assess-
ment of results occurs. Thus, programmatic decisions and actions utilize feedback.
The evaluator’s job includes gathering that feedback and putting it at the disposal
of the evaluator’s client(s).

The input-process-output description suggests different kinds of information that
may be deliberately or formally gathered in order to assist feedback-guided action.
These are summarized in Table 5.

Table 5. Kinds of Evaluation Useful to Program Improvement

Kinds of

Management Action Evaluation Standards Relative to:

Program Planning Design Evaluation — design adequacy; construct validity,
comprehensiveness, internal or logical
consistency, relationship to need,
appropriateness.

Program Implementation Input Evaluation — availability of resources; extent to which
prerequisites and preconditions are met,
extent to which program resources
(moneys, people, materials, etc.) are available
and deployed as planned.

Process Evaluation — extent to which activities are carried out as
planned; existence or frequency, intensity,
manner, and other qualities and
characteristics of the activities.

Outcome Evaluation — interim outcomes; outcomes which are

prerequisite to other outcomes; terminal
outcomes.
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Design evaluation in Table 5 refers to judging the adequacy of program intentions.
The object being evaluated here is the program plan. Any program is bound to have
a basis in social and moral philosophy, as well as empirical research, and the critique
of these bases may be referred to as the problem of construct validity. But the
program plans may also be examined for their comprehensiveness, appropriateness
to the situation, relationship to known interests and needs, and so on. An analysis
may also be made to see whether resources, such as the kinds and qualifications of
personnel and materials, seem adequate to support the activities that the program
intends to undertake. Similarly, one may critique the logical relationship between
program objectives and the activities designed to bring them about. Design evalu-
ation, then, refers to the construct and logical or operational validity of a set of
intentions. The standards involved in this sort of evaluation are often not entirely
explicit in advance and are made explicit incrementally. The method used it that of
logical argument and the evaluation itself is readily understood in terms of the S,
P, D concepts.

Program plans may themselves serve as S for other evaluation undertaken during
the life cycle of the program. Program plans specify and direct program imple-
mentation and, as such, may serve as S to input, process, and outcome evaluation.
For example, any program utilizes certain kinds and amounts of resources over time.
Program plans that specify the number and kind of resources to different activities
and purposes can act as an S governing the installation of the program. Thus, P
information may be gathered concerning be extent to which the resources planned
for are indeed available and are in fact deployed as required (input evaluation).
A program whose design has been judged adequate may nevertheless falter if it
does not have the proper resources available when they are needed. Input evalua-
tion is aimed at helping management make sure these resources are available when
necessary.

Process evaluation involves determining whether planned activities are carried out
in the manner called for by the program plans and whether they are of the quality
expected. Again, the S here is the program plan, which specifies and describes the
program processes to be set into motion. Because of the complex interaction
between S and action (which was known first?), thorough process evaluation over-
laps with action research.

Outcome evaluation refers to determining the extent to which planned outcomes
are achieved. It is useful to distinguish at least two classes of outcomes. Enabling or
interim outcomes refer to milestones or sub-objectives essential to the execution of
the program from month to month. In contrast, terminal objectives refer to the
major purposes or aims of the program.

It should be clear that properly specifying inputs, processes, and outputs for each
component and subcomponent and specifying the relationships among all subcom-
ponents, amounts to making available the S essential for input, process, and outcome
evaluation. This makes it possible to conduct evaluation on a continuous basis
throughout the life of the project, because P data can be gathered relative to a larger
class of program characteristics than just terminal objectives. Finally, the D infor-
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mation produced in the course of evaluation may be used to support two broad
categories of management action. It may be used, on the one hand, to exert greater
control over program operations in order to insure that P meets S. On the other
hand, management may decide that the § originally set is inappropriate or unreal-
istic and may thus change the § involved.

Now it is, of course, impossible to formally collect empirical information on all
inputs, processes, and outputs. Thus, program management is faced with setting some
priorities. Management must identify the P information that would be most useful
to it, given its limited resources and its internal and external needs. There will be
P information useful primarily to program management in the day-to-day opera-
tion of the program, and there will be information that has to be provided to indi-
viduals and other organizations in the environment that serves to justify the
program. Thus, management must set priorities around its needs for proper internal
management and its need to remain accountable to the external environment.
The decisions involved are made by management, not the DEM evaluator, although
the latter again facilitates the deliberations involved. Having a complete program
design available literally points out trouble spots and helps in making the trade-offs
involved.

The collection of P information is guided by what the DEM evaluator calls “eval-
uation questions.” Such questions ask whether what should be actually is; whether
inputs are available as specified; whether processes are carried out as planned; and
whether outcomes are being achieved as intended.* In other words, evaluation ques-
tions direct attention to the P information needed in order to determine whether
the applicable S has been met. Examples might be: Are there ten participants from
each school, and do they meet selection criteria? (outcome evaluation; the S required
that there be ten from each school meeting certain criteria); Is the needs assessment
data available? (input evaluation; the S required that needs assessment data be avail-
able to the people planning the selection of staff); or, Is the personnel committee
meeting as planned? (process evaluation; the S specifies who should meet to design
and carry out the staff selection). There might also be evaluation questions about
the operation of the other components, similarly aimed at ensuring effective program
operation. And, no doubt, there would be evaluation questions aimed at determin-
ing whether the terminal outcomes have been realized.

It is important to notice the very narrow definition given to evaluation ques-
tions. Evaluation questions assume the existence of an S. This is because evaluation
is defined as the comparison between what is and what might be and is impossible
unless the S is specified. The DEM evaluator will not let himself/herself get involved
in collecting P information to answer questions for which no S exists. But, as already
discussed, he/she will work with the client to articulate the S and to define the
action that needs to be taken in order to make a pertinent S available.

The connection between the program design, the intent or expectations of the
program, in short, the program S, and the program as it actually is, is provided by
the evaluation questions. Dozens of these questions may be asked and many can be
answered through informal interviews, meetings, or planning sessions. Some will be
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pursued more formally, depending upon the interests and needs of management and
the problems and cost involved in collecting the information. The major steps essen-
tial to the collection of P information are summarized in Tables 6 and 7. Thus, a
DEM evaluation will consist of an § (a detailed program design showing a network
and input-process-output descriptions for all components and subcomponents) and
a data collection plan filled out for each evaluation question asked. In this way, an
internal feedback cycle can be set up so that the program is managed as much as
possible on the basis of D information generated by comparing S and P; that is, on
the basis of systematic evaluation.

CONCLUSION

The Discrepancy Evaluation Model offers a pragmatic, systematic approach to a wide
variety of evaluation needs. From the daily activities of an individual teacher to edu-
cational program evaluation, the DEM can be utilized to structure the gathering
of information essential for well-informed decision making. A major feature of the
DEM is its emphasis on self-evaluation and systematic program improvement.

NOTES

1. The DEM was first put forth by Malcolm Provus; see Discrepancy Evaluation, McCutchan, 1971. It
was further developed at the Evaluation Research Center in 1971-1975 by a team of people, including
the author, led by Malcolm Provus. Different versions of the DEM have arisen. The views presented here
are those of the author.

2. This does not necessarily mean that the DEM evaluator will not be open to unexpected events.
How to handle this problem is negotiated between client and evaluator; the important thing, again, is
for the evaluator to stay away from setting S and deciding on his/her own what information to collect.



8. THE ROLE OF FIELD TRIALS IN
EVALUATING SCHOOL PRACTICES:
A RARE DESIGN

BILL NAVE, EDWARD J. MIECH, and FREDERICK MOSTELLER

“It sounds like a good idea, but does it work in practice?” Whenever educators
propose reforms in schools—such as reduced class size, cooperative learning, or
expanded preschool—this fundamental question about effectiveness needs answering.
To find an answer, educators have turned to a repertoire of strategies, most frequently
ones based on survey data. They have, however, largely neglected a powerful and
persuasive research design to demonstrate program effectiveness: the randomized-
controlled field trial. Widely used in other disciplines, such as medicine and
public health, this design appears to be rare in U.S. evaluation research of educa-
tion practices in preschool through 12th grade (pre-K-12). Because of the power
of field trials to reflect results rather than intentions in evaluations of school prac-
tices and to link interventions to outcomes, this infrequent use of field trials needs
to be examined.

In this article, we first define ‘“randomized-controlled field trial” and discuss its
strengths in demonstrating program effectiveness. Second, we offer several examples
of randomized-controlled field trials in education in the hope that it will increase
historical awareness of field trials and show how this design has contributed valu-
able knowledge about school practices. Third, we describe some steps that might
make field trials more relevant in educational research.

DEFINING FIELD TRIALS

When we speak of field trials, we specifically refer to randomized-controlled field trials.
Because field trials can be confused with various types of “experiments” or

D.L. Stufflebeam, G.F. Madaus and T. Kellaghan (eds.). EVALUATION MODELS. Copyright © 2000. Kluwer Academic
Publishers. Boston. All rights reserved.
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“comparison studies,” we provide a concise definition of the field trial design. In a
field trial, researchers assign participants at random to control and experimental
groups and then compare the results when the experimental group (or groups)
receives some intervention' and the control group receives some other treatment.
The intervention takes place in a real-world setting of practice, such as a regular
classroom, and not in a more artificial setting such as a psychological laboratory.
Because participants have been randomly allocated, the difference in performance
between experimental and control groups can be reasonably attributed to the dif-
ferential effect of the experimental treatment.

A brief example from a recent field trial in education can help illustrate its design
features. In 1985, researchers in the Tennessee study on class size randomly assigned
about 6,400 kindergarten students and 300 experienced teachers to one of three
groups formed at each participating school: “small” classes, with 13-17 students;
“regular-size” classes with 22-25 students; and regular size classes with a teacher’s
aide. Students then remained in their small or regular-size classes for the next four
years, from kindergarten to the end of third grade.” Researchers compared the
average reading and math performance of students in the three groups, and, based
on these findings, were able to demonstrate that small class size did have a favor-
able effect on student achievement (Blatchford & Mortimore, 1994; Finn & Achilles,
1999, 1990; Mosteller, 1995; Mosteller, Light, & Sachs, 1996; Nye, Hedges, &
Konstantopoulos, 1999; Word et al., 1990).

STRENGTHS OF FIELD TRIALS

Perhaps the greatest strength of field trials is their ability to demonstrate that a spe-
cific treatment caused certain effects. Without the random assignment of participants
to experimental and control groups,3 it can prove extremely difficult to convince
others—as well as one’s self—that differences in results between groups at the end
of a program can be ascribed to the treatment rather than to preexisting differences
in individuals in the two groups.®

The ability to assign effects to treatments can be especially important when
dealing with small but valuable effects (or, alternatively, lack of effects or negative
effects) of a program under evaluation. If a program has a huge effect on its par-
ticipants, an evaluation with rigorous design may be unnecessary. For example, if
people recover when given a new treatment for a disease, whereas formerly people
with the disease all died in short order, then the evidence favoring the new treat-
ment is compelling. For such large effects, the dramatic results speak for themselves
and clearly seem to be the result of the intervention.

But relatively few programs produce effects large enough to meet this “slam-
bang” criterion. In less dramatic circumstances, other differences between the groups
might serve as rival explanations for the results of the intervention. Overwhelming
effects are generally rare in social or medical interventions and are similarly rare in
education interventions because factors such as family socioeconomic status and level
of parental schooling have long been established as major explanatory variables for
differences in student achievement.
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For example, the Tennessee class size study showed an effect size of about .25 of
a standard deviation for the performance of elementary students in small classes on
reading and math standardized test scores, when compared with their peers in
regular-size classes. This effect size translates into moving the average student, who
formerly performed at the 50th percentile level, to the 60th percentile level. If the
evaluators had not used a rigorous design, they would have found it difficult to state
with confidence that the .25 effect size was due to differences in class size rather
than to other factors such as differences between the teachers in the experimental
and control groups (perhaps the group of teachers with the smaller class sizes
were more talented practitioners, on average, than the teachers with the regular
class sizes); differences between the students (perhaps the students in the smaller
classes came from families with higher socioeconomic status and more parental
education, on average, than students in the regular classes) or differences between
the schools.”

Another strength of randomized-controlled field trials is the credibility of their
findings to those both inside and outside the education community. The overall
straightforwardness of field trials—the idea that several comparable groups were
formed, and treatment groups received the experimental program whereas the
control groups did not—can appeal to a diverse constituency, from teachers and
parents to policymakers and the general public. For example, in the aftermath of
the Tennessee class size study in 1989, the Tennessee state legislature allocated several
million dollars to implement small K-3 classes in the 17 school districts that served
communities with the lowest per-capita incomes in the state.’

A NOTE ON THE ETHICS OF FIELD TRIALS

Some have objected to designs that deliver new treatments to some but not all stu-
dents because students assigned to the control group are denied access to the edu-
cational program under evaluation. Although we believe this is an important
concern, we think some reflection on the usual state of affairs in schools places these
objections in a larger context in which they lose much of their strength.

U.S. schools are generally awash in innovation: new educational ideas, programs,
and reforms are constantly being implemented in schools and classrooms, often at
the same time (Cuban, 1990; Elmore, 1996). Advocates of these innovations bring
intelligence and good intentions to this task of improving schools and usually have
a theory about how a particular innovation, once implemented, will benefit students
and educators. These innovations, however, frequently play out differently in
practice than originally predicted.” Some students may benefit from the effects
of the innovations, while others may not. Further, because the innovations usually
occur without systematic evaluation to gauge their relative effectiveness, policy-
makers have no sound basis for deciding whether to expand, modify, or scrap the
new programs.

With field trials, by contrast, researchers can evaluate the effects of education pro-
grams and provide compelling evidence either to support the broad-scale imple-
mentation of innovations that prove successful, or to avoid false steps and wasted
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resources that would result from implementing ineffective innovations. In this way,
rigorous designs convey serious respect for the teaching and learning process and
for the risks students run when participating in new programs, just as Tennessee
did.*

Furthermore, policymakers can use research findings from field trials to inform
large-scale school improvement efforts elsewhere. At least 30 states have initiated
class size reduction measures since the Tennessee study, and California alone has
invested approximately $3 billion in reducing class sizes in the early grades (Finn &
Achilles, 1999, p. 104). Overseas, the Republic of Ireland has implemented its own
class size reduction initiative in some of its more economically-depressed regions
(Kellaghan, Weir, O hUallachdin, & Morgan, 1995).

NOTABLE FIELD TRIALS OF PRE-K-12 EDUCATION

Readers might wish to ask themselves this question: Off the top of your head, if
you were asked to name some well-known field trials in U.S. education, what comes
to mind? At first, we had a difficult time answering the question ourselves. In sub-
sequent review of the literature, we identified seven such studies that we felt might
interest the larger education community, and we describe them in this section. We
make no claim for the defmitiveness or comprehensiveness of this list, but rather
offer it as an effort to present a useful, thought-provoking collection of randonm-
ized-controlled field trials in education.

We present the field trials in an order roughly corresponding to the strength and
direction of the studies’ findings (from strong positive effects to zero effects to results
still pending). For each we describe the study, summarize its findings, provide a
measure of its influence,’ note its possible policy implications, and comment on
policy decisions it may have influenced.

Tennessee Class Size Study (1985-1989)

The randomized-controlled field trial known as Project STAR (Student-Teacher
Achievement Ratio), conducted in Tennessee in the mid-1980s, is probably the
largest, most important field trial in public schools ever funded by a state. Project
STAR studied the effects of small class size on student achievement in kindergarten
and grades one, two, and three, and involved about 80 public elementary schools
throughout Tennessee.

The origins of Project STAR date to the early 1980s when Lamar Alexander,
then governor of Tennessee, sought to improve public schools in his state. A modest
study in neighboring Indiana, Project PrimeTime, suggested that smaller class sizes
in kindergarten through third grade enhanced student achievement in school. This
two-year study was interrupted after two semesters because Indiana was so impressed
by the gains in student performance that they decided to implement smaller classes
statewide immediately. Prior to committing large sums of money for the purpose
of reducing class sizes, Governor Alexander and the Tennessee Legislature agreed to
fund a four-year $12-million randomized-controlled field trial to determine the
effects of reduced class size and of teacher’s aides on student achievement in the
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lower grades. The Tennessee legislature required that the study include students from
inner-city, suburban, urban, and rural areas; schools across the state were invited to
participate in the study (Mosteller, 1995; Word et al., 1990). The introductory sec-
tions of this chapter described Project STAR’s sample size, its class size interven-
tion, and the study’s findings.

A follow-up study to Project STAR, begun in 1989, asked if the differential
achievement effects of small classes continued after all students participating in the
field trial moved to regular-size classes in the fourth grade. This observational study,
known as the “Lasting Benefits Study,” found that improved student achievement
continued through at least the eighth grade for students who were in the small
classes for kindergarten and grades one, two, and three during Project STAR
(Achilles et al., 1993; Nye, Hedges, & Konstantopoulos, 1999).

Based on the results of Project STAR, the Tennessee legislature voted in 1989 to
allocate millions of dollars to institute small class sizes in kindergarten and grades
one, two, and three in the 17 school districts in Tennessee with the lowest per-capita
incomes in the state. This initiative, known as “Project Challenge,” has also yielded
impressive results in follow-up observational studies: the average end-of-year rank
of second-grade reading scores for students in the 17 districts rose from 99th in
1990 (out of a total of 138 school districts in Tennessee) to 78th in 1993; the average
end-of-year rank of math scores for the same group of students during the same
time period rose from 85th rank to 56th (Achilles, Nye & Zaharias, 1995).

A search in the Social Science Citation Index (SSCI) for citations of the primary
articles detailing the Tennessee study yielded a total of 80 citations. This relatively
modest number of citations in the scholarly literature suggests that the results of the
study may not yet be widely known in the educational research community. This
state of affairs is apparently changing, however. In a recent special issue on class size
findings in Educational Evaluation and Policy Analysis, a quarterly journal published
by the American Educational Research Association, half of the featured articles were
about the Tennessee study (Finn & Achilles, 1999; Hanushek, 1999; Nye, Hedges, &
Konstantopoulos, 1999; Ritter & Boruch, 1999). In the introduction to the issue,
David Grissmer of the RAND Corporation noted the growing influence of the
Tennessee study on the policymaking community:

. . the Tennessee experiment has had significant influence among policymakers. . . . Although
the Tennessee results were known as early as 1990, they did not receive much attention from
the research or national policymaking community until years later. Initially, the results seemed
to be treated as simply one more set of findings—among scores of studies done on class size.
. . . But the results of the Tennessee study are increasingly being interpreted by many as
“definitive” evidence that supplants the scores of studies using non-experimental data.
(Grissmer, 1999, p. 93)

The High/Scope Perry Preschool Study (1962-1965)

The High/Scope Perry Preschool Project was a randomized-controlled field trial
begun in the 1960s. It investigated the short- and long-term effects of an intensive,
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high-quality preschool program for children from economically disadvantaged
backgrounds (Barnett, 1985, 1993, 1995, 1996, 1998; Schweinhart et al., 1993;
Schweinhart & Weikart, 1997; Zigler & Styfco, 1994).

Several hypotheses served as the foundation for the study: that a good preschool
program could help young children who were at high risk of school failure to
develop the cognitive skills needed to succeed in school and thus graduate from
high school; that preparation for school could be linked to success in school; “that
good preschool programs can help children in poverty make a better start in their
transition from home to community and thereby set more of them on paths to
becoming economically self-sufficient, socially responsible adults”; and that success
in school could be linked to success in the “real world” of jobs, families, and
community (Schweinhart et al., 1993, pp. 3-7). Another goal for the High/Scope
Perry Preschool Project—*“too bold at the time to be framed as a hypothesis”—
was that participants would ultimately be less likely to be involved in the criminal
justice system because they were more successful in school (Schweinhart et al.,
1993, p. 7).

The sample size for the study was modest. From 1962 through 1965, 123
African-American children in Ypsilanti, Michigan participated in five waves, with
an average of approximately 25 children per wave.'” These three-year-olds
(except for “Wave Zero,” which involved four-year-olds) were identified as living
in poverty and assessed to be at high risk of school failure. Children were ran-
domly assigned to a treatment group, which received the Perry Preschool program
for two years (except for the four-year-olds in “Wave Zero,” which received only
one year of preschool) and a control group, which did not receive any preschool
program.

The Perry Preschool program consisted of a daily 21/2 hour classroom session
for children on weekday mornings, and a weekly 1 1/2 hour home visit to each
mother and child on weekday afternoons. The curriculum heavily emphasized active
learning, in which “children plan, or express their intentions; carry out, or gener-
ate, their play experiences; and reflect on their accomplishments” (Schweinhart
et al., 1993, p. 227).

A striking and important feature of the Perry Preschool field trial has been its
30-year longitudinal reach with little attrition from the original groups of partici-
pants. Researchers collected data on the 123 individuals in the treatment and control
groups annually from ages 3 through 11, then at ages 14-15,19, and 27, and reported
the results of their data analyses after each of these phases (Barnett, 1993, 1996;
Schweinhart et al., 1993; Schweinhart & Weikart, 1997). A number of assessment
instruments and data-gathering techniques were used at various times throughout
the study, including interviews; cognitive, performance, and behavior instruments;
and analyses of public and private records from sources such as schools, police
departments, courts, and social services.”

A wide variety of long-term benefits were associated with participation in the
Perry Preschool program. In educational benefits, students in the preschool group
had significantly higher average IQ scores than students in the control group from
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the end of the first year of the preschool to the end of the first grade, significantly
higher school achievement at age 14, and significantly higher general literacy
scores at age 19. They had a significantly higher level of schooling completed,
with an average of 71 percent completing 12th grade or higher, as compared to
54 percent of the students in the control group. In addition, students in the
preschool group spent significantly fewer years in special education in programs for
“educable mental impairment” during their school careers, with 15 percent of the
preschool group and 34 percent of the control group spending a year or more in
one of these programs (Barnett, 1993; Schweinhart et al, 1993; Schweinhart
&Weikart, 1997).

The study also showed lasting economic and social benefits from participation.
In the 1990s, adults who had attended Perry Preschool in the 1960s had signifi-
cantly higher monthly earnings at age 27 than students in the control group, with
29 percent of the former vs. 7 percent of the latter earning $2,000 or more per
month (Schweinhart, 1993; Schweinhart & Weikart, 1997).

This economic self-sufficiency also translated into a significantly lower percent-
age of adults in the preschool group in receipt of social services at some time over
the previous decade (59 percent) as compared with adults in the control group (80
percent). Adults in the preschool group also had significantly fewer arrests by age
27, with 7 percent of the program group and 35 percent of the control group having
five or more arrests (Barnett, 1993; Schweinhart et al., 1993; Schweinhart & Weikart,
1997).

Based on their overall findings, the researchers had ample evidence to support
the basic hypotheses they formulated at the beginning of the study in the areas of
educational performance, delinquency and crime, economic status, family formation,
childrearing, and health. (Schweinhart et al., 1993, p. xviii; see also Barnett, 1993,
1995, 1996, 1998; Schweinhart & Weikart, 1997). The results of the Perry Preschool
randomized-controlled field trial have supported policymakers in their decisions to
fund preschool programs for disadvantaged children in the United States. The eight
primary High/Scope publications reporting on the results of the Perry Preschool
Experiment since 1967 have over 500 citations in the SSCI, making it one of the
best-known randomized-controlled field trials in education.

Pygmalion in the Classroom (1964-1966)

The field trial that came to be known as Pygmalion in the Classroom examined teacher
expectancy effects in an elementary school identified as “Oak Park School”
(Rosenthal & Jacobson, 1968). The study involved over 500 students enrolled in
kindergarten through fifth grade,'? and was “designed specifically to test the propo-
sition that within a given classroom those children from whom the teacher expected
greater intellectual growth would show such greater growth” (Rosenthal &
Jacobson, 1968, p. 61). In other words, the Pygmalion study investigated whether
teachers’ perceptions of student ability could actually lead to changes in a child’s
cognitive performance. The field trial also examined teacher expectancy effects by
grade level, track level, gender, and minority group status.
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In the spring of 1964, all students in grades kindergarten through 5 in Oak Park
School were given the “Harvard Test of Inflected Acquisition.” Teachers were led to
believe that the test was in its final stage of validity testing and that it was designed
to predict academic “spurting” or “blooming.” In reality, the test was Flanagan’s 1960
Tests of General Ability (TOGA), a relatively nonverbal test of intelligence available
in both Spanish and English (Buros, 1953). The test was chosen for a variety of
reasons: it was unlikely that any teachers at “Oak Park School” had seen it; Oak
Park School had many bilingual students with poor English skills, and the test did
not rely heavily upon school-acquired skills such as reading, writing, and arithmetic;
and it was group-administered.

The following school year, Oak Park School teachers were given a list of the stu-
dents in their class who were likely to bloom academically because these students
supposedly had scored among the top 20 percent on the TOGA. In reality, however,
the researchers selected these “late bloomers” using a table of random numbers.
These students were distributed among 18 of the school’s teachers, one in each track
(high, middle, low) for each of the grades 1-6. Lists varied from 1 to 9 students in
each class, and varied from 33 to 66 percent female (on lists of more than one
student).

To measure expectancy effects, posttests were given one semester, one year, and
two years after the initial administration of the TOGA. The first two posttests were
administered by the teachers, who had been given reason to expect late blooming
on the part of some of their students and who had also been told that these addi-
tional tests were part of a further attempt by the researchers to predict late-bloom-
ing students.

Two different scorers independently scored the TOGA; neither scorer knew
whether children were in the treatment group or in the control group. Statistically
significant gains in IQ points were found for the treatment group students in grades
1 and 2, and for girls in the middle track.!> No main effects were found to be asso-
ciated with any of the three academic tracks at the school.

Pygmalion in the Classroom has proven to be one of the more controversial
randomized-controlled field trials in educational research. Several scholarly studies,
such as Pygmalion Reconsidered by Janet Elashoff and Richard Snow (1971), have
critiqued the design and implementation of the study in considerable detail. The
controversy and discussion of the merits of the original study, and the many that
have followed it, have continued over the last 35 years (see, for example, Rosenthal,
1994 and Spitz, 1999).

Nevertheless, Pygmalion in the Classroom has also proven to be one of the more
influential field trials in educational research. The original study has been cited
more than 1,400 times since its publication in 1968 making it perhaps the most
widely-known field trial in U.S. education. In addition, over 400 studies have been
carried out to test or extend the findings of expectancy effects.* Seven meta-
analyses carried out by Robert Rosenthal and others between 1968 and 1990 con-
sistently find that 35 to 40 percent of these studies result in statistically significant
effects.
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We return to the subject of teacher expectancy later in this chapter when we
discuss the study of the effects of standardized testing, in which the researchers
performed an extensive analysis of expectancy effects as part of their national
randomized-controlled field trial in Ireland. In terms of policy influence in the
United States, the importance of “teacher expectation” has become a truism in the
1990s. A widely-held belief is that good teachers have “high expectations® for their
students.

The Carolina Abecedarian Study (1972-1985)

Noting that “. . . there are actually few scientifically rigorous studies of the efficacy
of early educational programs, with subjects randomly assigned to treatment and
control conditions, and periodic long-term assessment of the outcomes” (Campbell
& Ramey, 1995, p. 744), the Abecedarian researchers set out in 1972 to determine,
among other things, whether an educational intervention to improve education out-
comes for children born into poverty was more effective at preschool or during
early elementary school.

The researchers selected a set of healthy infants (N = 109) born to poor fami-
lies living in a small town in the southern U.S. Half the infants (N = 55) were ran-
domly assigned to a specially designed five-year preschool program that extended
from the first year of life until the time to enter public kindergarten, whereas the
other half (N = 54) were randomly assigned to a control group. At the end of five
years, the preschool group and the no-preschool control group were randomly split
again. Half of the preschool group, as well as half of the no-preschool group, were
randomly assigned to a three-year school-based intervention covering grades K, 1,
and 2; the other half of each group received no school-age intervention. Thus, there
were a total of four groups in the study: one with eight years of intervention (5-
year preschool plus 3-year K-2 school-based intervention, N = 25), one with five
years (preschool only, N = 22), one with three years (K-2 only, N = 24), and one
with no educational intervention over the eight-year period (N = 22)."

Four cohorts, with an average of 28 infants per cohort, entered the study between
1972 and 1977. The researchers assigned each infant a risk score based on a 13-
factor risk index, matched them on the basis of the score, then randomly assigned
one of each pair to the experimental preschool group and the other to the preschool
control group. Upon entry to kindergarten, children within each group were
matched on the basis of their 48-month IQ score, then randomly assigned to the
school-age intervention or the school-age control group.

The preschool was a full-day, year-round program with a caregiver-to-infant ratio
of 1:3. The program’s custom-designed curriculum addressed four major domains:
cognitive and fine motor development, social and self-help skills, language, and gross
motor skills. As children moved into the toddler and preschool stages, the caregiver-
to-child ratios increased gradually to 1:6. The preschool included centers for art,
housekeeping, blocks, language, literacy, and fine motor manipulatives. The language
program was integrated throughout the day’s activities, emphasizing pragmatic inter-
active features of adult-child language.'®
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The school-age intervention focused on increasing parent involvement to enhance
their children’s academic development. Each family in the experimental group was
assigned a home/school resource teacher (HST) for the first three years their child
attended public school. The HST served as a liaison, working with both parents and
teachers, providing families with learning activities designed specifically for each
child to support his/her work on the reading and math being taught at school."
Parents were encouraged to do these learning activities with their children for at
least 15 minutes a day. The HST also functioned in some ways like a social worker,
referring families to various agencies for services as needed.

The study found that children in the preschool treatment group fared better in
several ways than students who had been in the preschool control group. The average
advantage in IQ for the preschool treatment group was 8.8 points (16.4 points at
age 36 months, 4.5 points at age 8, 4.6 points at age 15). Students in the preschool
treatment group scored significantly higher at age 15 in reading and math than stu-
dents in the preschool control group. Finally, “Through 10 years in school, children
who had the Abecedarian preschool treatment made better school progress, in terms
of fewer retentions in grade and fewer assignments to special education programs,
than those in the preschool control groups” (Campbell & Ramey, 1995, p. 761).

The school-age portion of the treatment produced no significant effects by itself,
leading the investigators to conclude that

the value of providing only a supplemental program in the primary grades of public school
appears doubtful, being, by itself, not associated with greatly enhanced academic outcomes.
Even though it is easier to provide supplemental services for children once they are in school,
those who plan interventions for poor children should be aware that elementary school pro-
grams may have less impact on the children’s academic performance than would programs
begun earlier in the life span. (Campbell & Ramey, 1995, p. 769)

The Abecedarian researchers continue to collect data as the study participants reach
the age of 21, and plan to evaluate outcomes “across the full developmental span
from infancy to young adulthood” (p. 769).

Taken together with earlier published reports of the Abecedarian study (Barnett,
1995; Campbell & Ramey, 1994; Ramey & Campbell, 1984, 1991; Ramey & Smith,
1977), the SSCI lists 125 citations. Although this study appears to be less well-known
than the Perry study, we believe it is noteworthy because of its longitudinal follow-
up (like the Perry study) and because of its attempt to discover the relative efficacy
of preschool versus in-school educational interventions for disadvantaged children.

Harvard Project Physics (1967-1968)

Harvard Project Physics (HPP) was a national curriculum development effort
designed to reverse the precipitous decline in the percentage of high school stu-
dents enrolling in physics courses by making the course more engaging to students,
especially to those not planning careers in math, science, or technology (Bottoms,
1977). The project was co-sponsored by the Carnegie Corporation, the National
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Science Foundation, the Sloan Foundation, Harvard University, and the U.S. Office
of Education.

Beginning in 1967, researchers conducted a year-long randomized-controlled field
trial to evaluate the results of this curriculum development. Investigators randomly
selected a pool of high school physics teachers from a list of most U.S. physics teach-
ers. Teachers from this pool were invited to participate in the study, and 53 were
able to do so. These were randomly assigned to the experimental group (N = 34),
which received a six-week summer course on how to teach the HPP curriculum,
or the control group (N = 19), which attended a two-day session at Harvard hosted
by university physicists, who asked control group teachers to teach their regular
physics courses and also emphasized to them the importance of their participating
in the experiment.'®

The achievement and attitudes of students in the physics classes of these two
groups of teachers were then compared at the end of the academic year. Students
in the HPP classrooms reported much greater satisfaction and interest in physics
than their counterparts in the control group. No significant differences were found
between the students in the HPP sections and the students in the control group in
terms of achievement in physics (Welch & Walberg, 1972). It should be noted,
however, that the Project’s primary stated goal was to increase student enrollment
in physics courses, not to increase physics achievement, and by this criterion, eval-
uators considered the Project a success.

We think the Harvard Project Physics study is notable because it represents an
early example of a curriculum project evaluation designed as a national random-
ized-controlled field trial. Although we found many articles discussing the project
itself, the brief article reporting the HPP field trial evaluation has been cited only
21 times in the SSCI. Lee Cronbach (1982) examined the HPP study in some detail
as one of three examples used to illustrate field trials as evaluation tools. Using HPP’s
unpublished final evaluation report, Cronbach analyzed in detail the strengths and
weaknesses of the study’s design and analysis of results.

The Career Academies Study (1992-2003)

The Manpower Demonstration Research Corporation (MDRC) began this field
trial in 1992 to examine the effects of “career academies” on high school students’
academic achievement, progress towards graduation, and preparation for postsec-
ondary education and employment. Career academies are specialized public high
schools that combine academic and vocational instruction and provide work-based
internships as a way to prepare students for college, employment, or both. Each of
the nine" career academies participating in the MDRC study has a career theme,
such as aerospace technology, business, electronics, health, or public service. The nine
career academies are scattered throughout the country®® (Kemple & Rock, 1996;
Kemple & Snipes, 2000).

Over a three-year period, beginning with the 1992-93 school year, about 1,700
eighth- and ninth-grade students participated in a lottery in which they were ran-
domly assigned to a “program group” or a “control group.” Students in the program
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group (N = 959) enrolled in a career academy, and students in the control group
(N = 805) enrolled in their traditional high school (or participated in another option
offered by the school district). Data used in the study included school records on
attendance, achievement, course-taking patterns, and progress through high school
(Kemple & Rock, 1996; Kemple & Snipes, 2000).

In 2000, MDRC released its first report on the study that included an analysis
of student performance data (Kemple & Snipes, 2000). The report, assessing the
progress of the student cohort from 8" and 9" grade through the end of 12 grade,
found that “high-risk” students in the Career Academies had substantially reduced
dropout rates along with improved attendance, increased academic course-taking,
and increased likelihood of earning enough credits to graduate on time when com-
pared with their high-risk counterparts in the control group.”' “Low-risk” students
in Career Academies had an increased likelihood of graduating on time compared
to the corresponding subgroup in the control group. On average, all students in the
Career Academies received more interpersonal support at school and participated
more in career awareness and work-based learning activities than students in the
control group (Kemple & Snipes, 2000).

However, of the 490 students (out of the study total of 1,764, or 28 percent)
who completed standardized math and reading tests” at the end of their 12" grade,
no significant differences were found in math or reading performance between the
students in the Career Academies and their counterparts in the control group.
Furthermore, when all students in the study were averaged together, the Career
Academies showed only small reductions in dropout rates and slight increases
in other measures of school engagement (Kemple & Snipes, 2000).

The Career Academies field trial will continue through 2003 to follow students
through postsecondary education and employment to evaluate the impact of career
academies on future educational and economic prospects.

The Career Academies study is a notable example of a field trial in educational
research for several reasons. First, the scope of the study—with 9 sites, about 1,800
students, and a time span of 10 years—is substantial. Second, the experience of the
Manpower Demonstration Research Corporation in carrying out the study may be
of considerable value to the education research community. MDRC, based in New
York City, has a long-established reputation for designing rigorous investigations to
study the economic impact of programs intended to benefit disadvantaged popula-
tions, including youth from low-income families. The Career Academies study is
MDRC’s first major education evaluation in its 25-year history (Kemple & Rock,
1996; Kemple & Snipes, 2000). Third, the Career Academies study is funded by a
consortium of seventeen private foundations in addition to the U.S. Department of
Education and the U.S. Department of Labor, a private/public funding strategy
similar to that which supported the Harvard Project Physics evaluation. Fifth, the
Career Academies study continues to look to the future. As a randomized-controlled
field trial, it provides an opportunity for the education community to look forward
with anticipation to the results of a study that bears directly on an important issue
for pre-K-12 practice: the subject of school-to-work transition.
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Table 1. Description of control and treatment groups in the standardized test study in Ireland.

First control group Students not given any standardized tests

Second control group Students in grades 2—6 were given standardized tests of ability and
achievement, but no feedback on test performance was provided

Treatment groups Students in grades 2—6 took standardized tests and teachers received
standardized scores and percentile ranks of all students; in some treatment
groups, teachers also received additional diagnostic information on
individual students

The Effects of Standardized Testing (1973-1977)

This study, conducted over a four-year period in the mid-1970s, examined the
effects of standardized testing and of the use of test data on school organization,
teacher attitudes and practices, and student attitudes and achievement. The study
took place in elementary schools in the Republic of Ireland, which did not have a
prior tradition of using standardized tests.

The researchers stratified the approximately 3,400 elementary schools in the
country by pupil composition (all male, all female, or mixed) and location (city,
town, or rural); schools were randomly selected within each stratum. For each school
selected, four additional schools matched by size (number of teachers) and admin-
istration (lay or religious) were randomly selected. Each school within this matched
set of five schools was randomly assigned to one of several treatment or control
groups (see Table 1). The final sample of 35 sets of 5 matched schools yielded a
total sample of 175 schools.

In the treatment groups, there was considerable planned between-group variation
in terms of which students took the standardized tests, whether the students took
norm-referenced or criterion-referenced tests, and what types of information was
given to teachers (Kellaghan, Madaus, & Airasian, 1982).

The study found that standardized testing had little impact on schools. Admission
practices and report cards were unchanged, communication practices remained the
same, grouping decisions were largely unaffected, and decisions about students with
learning difficulties were not altered. The researchers concluded that their findings
“provide no evidence to support the position that standardized testing, when based
in classrooms under the control of teachers, differs in kind in its effects from any
other evaluative procedure available to the teacher” (Kellaghan, Madaus & Airasian,
1982, p. 261).

The researchers were able to use the data generated in this large national study
to examine the role of teacher expectancy effects on student achievement, the topic
investigated in Pygmalion in the Classroom. Rather than changing teacher expecta-
tions by identifying so-called late bloomers as was done in the Pygmalion study, the
study looked for evidence of expectancy effects in natural classroom settings by ana-
lyzing changes over time in the relationships between student test scores and teacher
expectations or teacher perceptions of students’ abilities and achievement potential.
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It was argued that if teacher expectancy effects occurred, these effects should be
evident both in the control groups of teachers who received no test information
about their students and in the treatment groups of teachers who did receive that
test information. They found that

when test information was made available to teachers, their subsequent ratings of the pupils’
intelligence and scholastic achievement tended to move into line with that information. . . .
If, on the other hand, test information was not available to the teachers, pupils’ subsequent
test performance tended to move into line with initial teacher perceptions of their intelli-
gence and achievement, in comparison with the group that received test information. . . .
Thus, an expectancy process seems to have been operating in classrooms, regardless of whether
or not standardized norm-reference test information was provided to teachers. (Kellaghan,
Madaus, & Airasian, 1982, p. 199)

This randomized-controlled field trial is notable for its scope. Its random sample
of elementary schools is meant to generalize to an entire country, and it tackles one
of the largest issues in educational evaluation: the effects of standardized testing. We
note that arguably the most ambitious field trial discussed in this chapter is among
the least well-known. The study, carried out in the 1970s, has been cited fewer than
25 times in the SSCI, suggesting that it remains largely overlooked by educational
researchers.

CONCLUSION

Each school year many new programs and innovations are introduced into U.S. class-
rooms, affecting the lives of millions of students, teachers, parents, and administra-
tors. Policymakers and the general public need good evaluations of these programs
in practice to make informed decisions about the deployment of school resources
to benefit children. Field trials afford special advantages in establishing the benefits
or shortcomings of educational interventions.

We think that researchers could conduct field trials in education more often if
three factors could be aligned: resources, expertise, and leadership. Because consti-
tutional authority for public education in the US. is vested in the states, a large
portion of state budgets flow to public education. State-level resources made Project
STAR possible in Tennessee, and many opportunities exist for individual states and
groups of states to use their organizational and fiscal resources to launch field trials.
Likewise, consortia of cities, foundations, or universities might find it practical and
economical to study classroom practices with field trials. The federal government
might also contribute resources to such trials; the Career Academy study, for
example, was funded by a group of 17 private foundations in addition to the U.S.
Department of Education and the U.S. Department of Labor.

In terms of expertise, we believe that ample capacity exists. In our estimation,
there are at least a dozen organizations and centers around the U.S. that have the
technical knowledge and experience to assist in the design and execution of a field
trial in education. It takes leadership, however, to couple organizational resources
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with expertise. This leadership on behalf of field trials could come from many dif-
ferent places, from elected officials to public administrators to concerned citizens.
In Tennessee, for example, a key actor behind Project STAR was educator Helen
Bain. Bain not only carried out a pilot experiment in Tennessee on class size before
Project STAR, but also visited and discussed this proposal with every Tennessee state
legislator and gained approval from the Tennessee Education Association, the state
teachers’ union. Bain’s leadership was crucial (Ritter & Boruch, 1999, pp. 117,
120-121).

Field trials appear to be tools that are rarely used in the set of evaluation strate-
gies for education. We hope that this chapter will raise awareness of their value, and
that members of the education community and general public will consider using
this design as part of a research strategy to identify effective educational practices.
If leadership can bring together resources and expertise to rework the role of field
trials in education, trials could help improve student learning by focusing on results
and revealing progress on the ground.
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1. In education, this experimental treatment is typically a modification of an existing program or a
completely new program intended to improve the outcome obtained under usual conditions.

2. Some changes to the original design were made during the four-year course of Project STAR.
For a fuller discussion of these modifications, see Mosteller (1995).

3. One way to form the groups of children is to assign them randomly as individuals into two or
more different groups. Then the unit of analysis is the child. Sometimes, however, this is not convenient
or feasible. Another approach might deal with classrooms or even schools. A collection of classrooms or
of schools might be assigned randomly to one or another treatment. In this case, the unit of analysis
would be the classroom or the school. For a more detailed look at randomization and the design and
use of field trials in evaluation of educational and other social programs, see Boruch (1997), Cook and
Campbell (1979), and Cronbach (1982).

4. Not only is it valuable to detect the actual benefits of a particular treatment, but it is also worth
knowing that a treatment yields little or no benefit. Otherwise the treatment in question might be con-
tinued, giving the mistaken impression that a problem has been solved when it has not. Continuing treat-
ments with little or no benefit can be costly in other ways. For example, after careful appraisal of research
results, the medical community no longer considers radical mastectomy the treatment of first choice for
breast cancer.

5. Another example of a field trial detecting a small but valuable effect is the 1954 Salk study, a land-
mark randomized-controlled field trial in medicine that tested the effectiveness of a new vaccine for
polio with about 750,000 children in the first through third grades. The Salk study showed a drop in
the incidence of cases of polio from 57 per hundred thousand (0.057%) of the non-vaccinated control
group to 16 per hundred thousand (0.016%) of the vaccinated group An effect of this size, though tiny
(less than 1/10th of 1%), benefited thousands of children by verifying the efficacy of the vaccine (Meier,
1972).
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6. Researchers can also use field trials to investigate specific between-group differences. In one field
trial on the effects of tracking, for example, a researcher looked at class participation in question-and-
answer sessions in non-tracked and tracked classrooms. In non-tracked classrooms, the researcher found
that the more skilled students dominated the time, whereas in tracked classes the less skilled students
were able to participate equally (Drews, 1963). Replication of this study would be valuable.

7. The field of education does not seem to have an analysis of innovations that succeed versus those
that fail. Surgery provides an illustration of such an analysis: in 13 innovations in surgery intended to
improve the patients’ outcomes to their primary disease, 6 showed improvement over standard treatment
and 7 did not. In 24 innovations intended to improve the patients’ recovery from the surgery, 15 showed
improvement over standard therapy, 8 showed worse performance, and 1 was a tie. In each instance, as
in education, the innovator was confident that the innovation would be a success (Bunker, Barnes, &
Mosteller, 1977, pp. 132-133).

8. For a detailed discussion of the ethics of conducting field trials, see Boruch (1997).

9. We use the number of citations in the Social Science Citation Index (SSCI) as of February 2000
as a proxy for the study’s influence, reasoning that many citations in the scholarly literature suggest a
broader influence than fewer citations might.

10. Children entered the study annually in five waves. In 1962, the first year of the study, there was
a “Wave Zero” and a “Wave 1.”Wave Zero involved only four-year-olds, where children in the treat-
ment group received one year of preschool. In Wave 1, a group of three-year-olds randomly assigned to
the treatment group received two years of preschool. The process for Wave 1 was repeated for Wave 2
in 1963, Wave 3 in 1964, and finally with Wave 4 in 1965 (Barnett, 1985).

11. These included initial parent interview, interviews with youths and parents at age 15, interview
at age 19, case-study interview at age 21, interview at age 27, the Stanford Binet Intelligence Scale, the
Adapted Leiter International Performance Scale, the Illinois Test of Psycholinguistic Abilities, the Peabody
Picture Vocabulary test, the Wechsler Intelligence Scale for Children, California Achievement Tests, the
Adult APL Survey, the Pupil Behavior Inventory, and the Ypsilanti Rating Scale.

12. Over 500 students initially took the IQ test that was the foundation for the study. Fewer than
400 took the first year’s retests, and fewer than 300 took the two-year follow-up test. Reasons for the
declining numbers were students moving away, illness at time of testing, and the sixth graders (first retest)
and fifth graders (second year retest) having moved-into the junior high school.

13. These findings should be interpreted in light of the issue of multiple comparisons. When many
comparisons are made, some observed differences will stand out as a result of chance fluctuations. For
example, imagine that 20 independent comparisons are made, and that the 5% level is used as a crite-
rion for considering a difference as “significant.” In this case, on the average, one of the twenty com-
parisons will stand out by chance alone. Since grade level, track, gender, and minority status are specified
in the Pygmalion study, it is likely that several comparisons were made; hence, due to the multiple com-
parison problem, the findings may not be as “significant” as the 5% level being used suggests.

14. Expectancy effect experiments have been carried out in studies of physical fitness, psychother-
apy, nursing homes, the workplace, ordinary social situations, courtrooms, psychosocial judgments, inkblot
tests, and reaction time, among others (Rosenthal, 1994).

15. At the beginning of the experiment, 122 families were considered eligible. Attrition for various
reasons yielded a base sample of 111, with 93 finally fully eligible to be placed into one of the four cells
of the experiment at the time of analysis after the completion of the school-age intervention. The
researchers note that the subjects “lost to attrition do not differ from the others on any entry-level
demographic characteristics” (Campbell & Ramey, 1995, p. 749).

16. Assessments used during the preschool portion on the study included the Bayley Scales of Infant
Development for the infants, and the Stanford-Bmet Intelligence Scale, Form LM (at ages 24, 36,
and 48 months) and the McCarthy Scales of Children’s Abilities (at ages 42 and 54 months) for the
preschoolers.

17. Assessments used during the school-age portion of the study included the Wechsler Preschool
and Primary Scale of Intelligence (at age 5), the Wechsler Intelligence Scale for Children-Revised (at
age 6.5 and again at end of treatment), the Peabody Individual Achievement Test (fall and spring of first
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two years of school), the Woodcock-Johnson Psycho-Educational Battery, Part 2: Tests of Academic
Achievement (fall and spring third year of school), and the Classroom Behavior Inventory (each of first
three years of school).

18. The researchers brought the control group teachers to campus for the two-day meeting in an
effort to avoid the so-called Hawthorne Effect that might result if only the treatment group teachers
received the special attention of time on a university campus. The researchers didn’t comment in the
cited report, however, on the potential differential impact of six weeks of classes for the experimental
group vs. the two day visit for the control group, quite apart from the impact of the curriculum itself.

19. One of the original ten career academies disbanded after two years.

20. Four of the career academies are in California, two are in Florida, and one each is located in
Maryland, Pennsylvania, Texas, and Washington, DC. Each career academy in the MDRC study is a
“school-within-a-school,” meaning that the specialized school is physically housed in a traditional high
school building, though the program is separate from the rest of the high school. The career academies
are relatively small, and generally have 30 to 60 students per grade in grades 9-12 or 10-12.

21. There were 474 “high-risk” students in the study out of a total of 1,764 participants (27%). Stu-
dents were identified as “high-risk” based on baseline risk characteristics including low attendance rates,
low number of credits earned by 9" grade, low grade-point averages, age at grade 9, number of schools
attended since 1* grade, and having a sibling who dropped out of school.

22. The test consisted of the math and reading sections of the National Educational Longitudinal
Survey of 1988 (NELS: 88) Follow-Up Study.



9. COST ANALYSIS FOR IMPROVED
EDUCATIONAL POLICYMAKING
AND EVALUATION

MUN C. TSANG

Many important policy issues in education in the United States and elsewhere are
concerned with resources invested in education. A common issue, for example, is
whether the level of resources devoted to education is adequate and feasible. There
is a concern among educators in many countries that not enough resources are
devoted to education, especially resources targeted at basic educational programs
for disadvantaged population groups, and some education programs favored by
decision-makers may be too costly and financially infeasible (World Bank, 1995).
Another example is the issue of whether education resources are utilized efficiently
in achieving desired educational goals. There is often a concern that additional
spending on educational administrators or teachers may not lead to higher student
learning. This raises interest in the role of incentives, compensation structure, and
other potentially more cost-effective strategies for improving education outcomes
(Hanushek & Jorgenson, 1996). Some observers argue that, because of a lack of
competition, public schools are inefficient and public resources may be more pro-
ductively spent on other approaches to schooling such as private schools and charter
schools. These market approaches to schooling are concerned with issues of
resources, efficiency, and the purposes of schooling (Cohn, 1996; Geske, Davis, &
Hingle, 1997). One more example is the increased call for monitoring and evalu-
ating how resources are actually utilized and distributed in education. Such a call
may be derived from a concern over persistent inequities and disparities in public
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spending on education (World Bank, 1995) and from public demand for increased
accountability in education. Analyses of resources utilization in education can con-
tribute to more informed public discussion or debate on this and other important
resource-related issues in education.

The costs (or opportunity costs) of education refer to the resources utilized in
the production of education; they are measured as the economic value of such inputs
in their best alternative use. They consist not only of public spending on education
personnel, facilities, supplies, and equipment, but also direct private costs of educa-
tion (such as household spending on education fees, textbooks, uniforms, trans-
portation, etc.), indirect private costs of education (such as students’ forgone
earnings), as well as private contributions in cash and in kind to education. Educa-
tional cost studies focus on resources utilized in education. There is a large and
growing literature on educational cost studies in both developed and developing
countries that demonstrate how cost analysis can improve policymaking and evalu-
ation in education. Most educators are unfamiliar with cost analysis because of their
lack of exposure to the subject. Many educational administrators and decision makers
have to deal with education costs, but their knowledge and attention are more nar-
rowly focused on certain types of costs and analysis. Traditional evaluation studies
in education generally deal with assessment of effectiveness and alternative design
strategies, without incorporating costs into the overall evaluation framework. There
is a need to recognize the importance and usefulness of cost analysis in educational
policymaking and evaluation.

Based on a review of previous educational cost studies in the United States and
other countries, this article attempts to (1) identify, classify, and describe the broad
range of cost studies in education and explain how they may contribute to improved
policy analysis and evaluation in education; (2) present three examples to illustrate
the applications of cost analysis to some recurrent policy issues in education; and
(3) reflect on the key lessons learned in previous applications of cost analysis in
educational policymaking and evaluation. The aim is to call for more competent
cost studies in policymaking and evaluation in education.

TYPES AND APPLICATIONS

An economic approach to studying education is the educational production frame-
work consisting of educational input, educational process, and educational output
(Lau, 1979). According to this framework, inputs to education (such as teachers’ and
students’ time and school facilities) are transformed by an educational process
(encompassing, for example, the curriculum, school organization, and pedagogy) into
desired educational outputs (such as cognitive and non-cognitive skills), given edu-
cational objectives, prices of education inputs, and a known educational technology.
This input-process-output framework can be applied to the study of resource-related
issues in education. The input component of the framework draws central attention
to the amount of resources devoted to educational production; estimation of
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resource requirements is necessary in addressing policy concerns about financial fea-
sibility and adequacy in level of educational investment. The process component calls
for analyses of how educational resources are utilized and distributed in education;
such analyses are useful for monitoring trends in resource utilization in education
and in identifying and assessing extent of inequality or inequity in education. The
input-output components highlight the importance of examining both education
resources and outputs at the same time; input-output analyses in education inform
the issue of efficiency in educational investment.

Based on this framework, the diverse studies on educational costs can be classified
into seven types within three categories (see Table 1).These studies execute a range of
tasks, such as estimation of costs, assessment of financial feasibility and sustainability,
construction of indicators and indices of costs, survey of resource utilization, deter-
mination of enrollment-cost relationship, and comparison of cost-benefit or cost-
effectiveness ratios of alternative interventions. They may be undertaken to achieve
a number of policy objectives, such as finding out resource requirements, ensuring
financial feasibility and sustainability, monitoring resource utilization and promoting
accountability, identifying and addressing inequalities/inequities in resource allocation,
and promoting efficient utilization of scarce resources.

Cost-estimation studies and feasibility/sustainability studies fall into the first cate-
gory of cost studies, which deal with education inputs only. Both types of studies esti-
mate the costs of an education program or project, but feasibility/sustainability studies
also compare required costs with available resources. (Feasibility studies compare
project costs to available resources during the period of implementation, and sustain-
ability studies compare the costs required to sustain the effects of a completed project
with available resources after project completion.) Educational costing is the earliest
and most common application of cost analysis in education. Its application in tradi-
tional education ranges from the costing of education interventions in the classroom
or school to the costing of an entire education system or plan (Coombs & Hallak,
1987; Levin, 1983). Cost estimation has been conducted for a large variety of programs
at different levels, including early childhood education programs (Barnett, Frede, Cox,
& Black, 1994), special education programs (Hartman, 1990), career-oriented high
school programs (Chambers, 1994), and vocational education and training (Tsang,
1997). The cost of new technology (including new education media and computers)
in traditional education or distance education has been and will continue to be an
important area of application (Jamieson, Klees, &Wells, 1978; Klees, 1995; Levin, Glass,
& Meister, 1987). Also, with the ongoing world wide effort to promote access to
quality basic education for all, more attention has recently been devoted to the costs of
the variety of education programs for marginalized or disadvantaged populations in
the United States and elsewhere (Inter-Agency Commission for Basic Education for
All, 1990; King, 1994; Levin, 1996;Tsang, 1994a) and the estimation of the social costs
of school failure (Catterall, 1987).

Cost studies in the second category deal with the relationship among inputs and
the utilization of inputs in the educational production process. They are often con-
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Table 1. Applications of Cost Studies in Educational Policy Analysis and Evaluation

Type of cost studies

Applications in policy
analysis and evaluation
(tasks and objectives)

Major lessons learned

I. Costing/feasibility
studies; Cost estimation.

Feasibility/sustainability.

II. Behavioral studies of
costs; Expenditure/unit
costs and other cost
indicators and indices.

Reesource utilization
surveys.

Estimation of cost
functions and
economies of scale.

III. Cost-output studies;
Cost-benefit studies.

Cost-effectiveness
studies.

Determining total cost;
distribution of cost burden
among parties involved and
equity implications;
short-term and long-term
cost implications.

Evaluating financial
feasibility during program
implementation; evaluating
financial sustainability after
program completion.

Cost estimation and
projection; monitoring
resource utilization over
time to promote efficiency
and accountability;
identifying disparities and
inequities in resource
allocation.

Assessing how fully existing
resources are utilized to
relative resource-allocation
norms, in order to

promote efficiency.

Determining how output/
enrollment varies with
costs; determining optimal
institutional size to
promote efficiency.

Determining rate of return,
choosing among alternative
investment options using
efficiency as one of the
criteria.

Determining cost-
effectiveness, choosing
among alternative
interventions in education
using efficiency as one of
the criteria.

Conceptual and methodological
advances made in costing. Lack of
information and expertise is major
technical barrier in application.
Importance of private costs. Cost
estimation not conducted in order to
hide real costs or disparity/inequities
in education costs.

Many education programs or plans
have failed due to improper
assessing of feasibility and
sustainability prior to
implementation. Intention to hide
lack of feasibility/sustainability is a
major barrier in application.

Lack of information can be a
problem. Use of information for
capacity building or self-
improvement may conflict with use
for accountability. Large disparities
in unit costs across population
groups, areas, and institutions; thus
“average” policy may not apply to
diverse settings.

Significant underutilization of
facilities, equipment, and personnel
can exist. Need to assess
appropriateness of existing
resource-allocation norms before
investing additional resources.

Achieving optimal institution size
improves efficiency in resource
utilization.

Conceptual and methodological
difficulties exist in quantifying

education benefits. Policymakers
need to understand strength and
weakness of cost-benefit analysis.

Conventional evaluation studies
ignore costs, and cost-effectiveness
analysis can have wide application
in education. Such studies can
inform educational reform and
result in substantial cost savings.
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ducted to ascertain how education resources are utilized, to uncover the behavioral
patterns of education costs, and to assess how efficiently existing resources are uti-
lized. Three types of cost studies can be distinguished in this category. Studies of
unit costs (e.g., recurrent costs per student) and other cost indicators/indices (e.g.,
public expenditure on education as a percentage of GDP and rate of change in
teacher salary over time) have been applied in education to monitor the level of
government spending on education to ensure an adequate level of spending, to
monitor resource utilization over time and improve accountability, as well as to
determine disparities in resource allocation within education and address the implied
inequalities and inequities (Eicher, 1995; Tsang, 1994b). Studies of rates of utiliza-
tion of education inputs have been applied to education institutions to compare
actual rates of utilization of educational personnel, facilities, and equipment with the
respective established norms of utilization so as to improve the overall rate of uti-
lization of scarce resources (Tibi, 1986). Studies of education cost functions have
been applied to traditional education institutions, new educational-media projects,
and distant education to determine how some proxies of output (enrollment or
broadcast hours) vary with costs with the objective of determining the optimal size
of an institution or project and improving the efficiency in resource utilization
(Brinkman & Leslie, 1987; Jamieson et al., 1978).

Cost-benefit and cost-effectiveness studies fall into the third category. While cost
studies in the first two categories deal with input costs and their characteristics only,
cost studies in the third category explicitly relate input costs to education outputs.
They are conducted to inform decisions regarding the choice among alternatives,
based on the criterion of efficiency. Cost-benefit studies compare the benefit of
education (such as increased productivity and earnings, expressed in monetary terms)
to the costs of education. A large cross-national literature on cost-benefit studies in
education exists. Some analysts argue that the findings of these studies can be used
to inform decisions regarding choices among education and non-education pro-
grams at different levels, between general and vocational programs at the same level,
and among population groups by gender and by ethnicity (Psacharopoulos, 1994).
Other analysts draw attention to the underlying assumptions and methodological
difficulties of such studies (Hough, 1994). Cost-effectiveness studies compare the
effects of education (such as student learning) to the costs of education. Applica-
tions have been made on teacher selection, educational television and radio, teacher
training, choice of a mathematics curriculum, computer-assisted instruction, increas-
ing the length of the school day, reducing class size, and cross-age tutoring (Levin,
1995). If a substantial amount of resources will be invested in educational quality,
conducting a cost-effectiveness study to determine the most cost-effective inter-
vention can be a very profitable undertaking.

SOME EXAMPLES

To illustrate the usefulness of cost analysis in education, the following discusses
briefly the application of cost analysis to three policy issues in education.
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On Access to Quality Basic Education for All

Providing access to quality basic education for all has been a major policy challenge
of many governments across the world (Inter-Agency Commission for Basic Edu-
cation for All, 1990). Obviously, estimating the costs of supplying the necessary edu-
cation facilities over time and assessing the financial feasibility of the education plan
are necessary tasks to ensure that a realistic plan is devised. Previous failure in imple-
menting such a plan has resulted from either an incompetent feasibility study or
from intentional neglect of feasibility by policymakers (Jali & McGinn, 1992).
Assuming that there is genuine political commitment from key policymakers, the
estimation of the costs of educational supply requires particular attention to pro-
grams for marginalized population groups. The costs of educational inclusion for
these groups can be very different from those for the average or non-marginalized
populations because of differences in input prices, program design, and other factors
(Tsang, 1994a, pp. 18-19). Even education programs for similar marginalized groups
can differ significantly in their resource requirements. A cost analysis of three com-
prehensive models aimed at at-risk students in elementary schools in the United
States found substantial variations among the three models in terms of additional
school expenditures, additional time requirements placed on existing staff, and addi-
tional time requirements for parents (King, 1994). Moreover, simply providing edu-
cation facilities is not sufficient to get and keep children in school. Besides cultural
factors, the private costs of schooling can be a heavy burden on poor families and
have an adverse impact on their demand for education (Mayoya, 1997;Tsang, 1995).
To lessen the economic burden of private costs, it is often not sufficient to have a
free-tuition policy as non-tuition private costs can be substantial. Government sub-
sidies to the poor for textbooks and nutrition may be necessary. Some international
development organizations have suggested that the financing of education-for-all
programs should rely more on community contributions. While community involve-
ment in education is generally beneficial, it does not imply that the government
should ignore their financial assistance to poor communities. Also community con-
tributions can be disequalizing (Bray, 1995). Thus the government should encour-
age all communities to contribute more to education and target more of its resources
to poor communities that cannot make it on their own.

On Privatization of Schooling

One important aspect of the recurrent debate on public versus private provision of
schooling is the relative efficiency of government schools and private schools. Pro-
ponents of privatization often claim that private schools are more efficient than
public schools in terms of higher student achievement and/or lower unit costs. Yet
most of the discussion of empirical evidence focuses on student achievement, with
little analysis of costs. But a comparison of cost-effectiveness of government and
private schools is necessary to assess their relative efficiency. Some studies have
attempted a cost-effectiveness comparison, but the validity of their findings are
undermined by the use of school-revenue data (which are not costs) and by an
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underestimation of costs (Jimenez, Lockheed, & Wattanawaha, 1988). To date, there
are relatively few comparative studies of the costs of government and private costs,
partly because of the challenge in obtaining reliable data on private education,
private costs of education, and donated inputs. A study of primary schools in
Thailand found that private schools had lower per-student recurrent costs and per-
student capital costs than their public counterparts; however, private schools also had
much higher private costs. The total costs per student for these two types of school
were actually quite similar (Tsang & Taoklam, 1992). Thus, the efficiency of private
schools relative to public schools in Thailand would be overestimated if private
costs were not taken into account. Higher private costs for private schools were
also reported in a recent study of secondary schools in Africa (Mayoya, 1997). A
proper accounting of the necessary resources devoted to public and private school-
ing is needed to assess the relative cost and relative efficiency of the two types
of schooling.

Comparison of Reform Alternatives

Historically in the United States, there have been recurrent calls for the reform of
education, including the demand for better educational quality. Educators are often
confronted with alternatives for improving student achievement. A good example
of how cost analysis can inform the decision about the choice of alternatives for
raising student achievement is the cost-effectiveness study by Levin et al. (1987).
This study considered four alternative interventions in elementary school to raise
mathematics and reading scores: computer-assisted instruction (CAI), a longer school
day, smaller class sizes, and peer tutoring. CAI consisted of daily sessions of 10
minutes of drill and practice on a computer. The school day was lengthened by one
hour, which was split equally between mathematics and reading instruction. Various
changes in class size were considered, for example, from 35 to 30 students, 30 to
25 students, 25 to 20 students, and 35 to 20 students. Peer tutoring consisted of 15
minutes of tutoring of second-grade students by fifth- and sixth-grade students. The
study found peer tutoring to be the most cost-effective alternative. It showed that
some popularly discussed alternatives, such as lengthening the school day, might not
yield the most learning gains given cost. The cost-effectiveness ranking of alterna-
tives is an important piece of information in the choice of educational intervention
to raise student achievement.

KEY LESSONS LEARNED

A lot has been learned in previous applications of cost analysis to educational pol-
icymaking and evaluation (see Table 1). Although space limitation does not allow a
presentation of detailed findings in various studies, a concise summary of key lessons
learned is given in this section. Conceptually, the notion of the opportunity costs
of education has been very useful in identifying and measuring all the explicit and
implicit costs or inputs used in education. A competent cost analysis can inform
decision makers about the full resource requirements of an education program, thus
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avoiding a significant underestimation in costs that can cause difficulty during
program implementation.

While the costs of education to the government have traditionally been the focus
of policy analysis and evaluation, recent studies have demonstrated the policy rele-
vance of private costs of education. Private costs can be a substantial part of the
total cost of education; they can have an impact on education quality, the demand
for education, and inequality and inequity in education: they also affect the relative
efficiency of public-versus-private schooling.

Methodologically, a cost-estimation component can be readily integrated into a
traditional effectiveness evaluation to yield a cost-effectiveness comparison of alter-
native interventions for improving education quality. Cost-effectiveness studies can
have wide application in education, they can inform educational reform, and may
result in substantial cost savings. Cost indicators (such as per-student expenditures,
staffing norms, and total public educational expenditure as a percentage of total
public spending or total national output) and cost indices (such as educational
price indices) can be constructed to monitor resource utilization at a point in
time and over time; they are often used in comparative analyses of educational
spending. Cost-benefit analysis remains a controversial tool in educational policy-
making, partly because of the difficulties in quantifying the benefits of education.
While there is increased recognition of the importance of having reliable and timely
cost data, the informational base for cost analysis remains inadequate in many
countries.

Previous experience has demonstrated that a competent cost analysis can con-
tribute significantly to improved policymaking in education, given genuine interest
of the decision maker. Cost analysis can inform the decision maker about the
resource requirements of an education project or program and the scope and design
of a realistic education plan or intervention. It can be used to improve the effi-
ciency in resource utilization in education and to address inequalities and inequities
in resource allocation in education. It can also promote monitoring and account-
ability in education.

However, there are two sources of difficulty in applying cost analysis in educa-
tion. The first is technical. The difficulty may be because of a lack of expertise, a
lack of reliable information, or a lack of awareness of decision makers about the
usefulness of cost analysis. The second is political or ethical in nature. Some deci-
sion makers may want to keep the discussion of desired education goals at a rhetor-
ical level and do not want to confront the costs associated with education programs
to achieve such goals; thus no cost analysis is initiated. When cost analysis is initi-
ated, its scope and findings may be manipulated in some situations either to support
preconceived conclusions or to minimize harmful results. Also, there may be some
tension among different stakeholders of education regarding the capacity-building
role and accountability role of cost analysis. For example, some educators may want
to use cost information to improve the education process, while administrators may
want to use the cost information to assess the performance of other education per-
sonnel or programs.



9. Cost Analysis for Improved Educational Policymaking and Evaluation 171

A number of factors are likely to contribute to the need for more cost analysis
in educational policymaking and evaluation in the near future. They include the
demand for more education in the global economy, the further tightening of
government budgets for education, and the increased call for accountability and
improved efficiency in the utilization of education resources. Most of the technical
barriers to the application of cost analysis may be addressed through better com-
munication, increased training, and the development and strengthening of an infor-
mation base. And the increased use of cost analysis can contribute to improved
policymaking in education. However, some of the political barriers will likely persist,
and cost analysis can be a contentious tool.

NOTE

The author acknowledges the helpful reviews by Henry Levin and two anonymous referees.



10. THE CLARIFICATION HEARING: A
PERSONAL VIEW OF THE PROCESS

GEORGE F. MADAUS

It was early morning of the second day of the Clarification Hearings in
Washington, D.C. I was seated in front of the makeup table cluttered with bottles,
tins, and brushes of all sorts, my new TV-compatible suit and blue shirt carefully
protected by a bib. As the makeup artist was applying a brown fluid to my face (and
undoubtedly wishing she had the skills of a plastic surgeon). Bob Ebel happened by
the door. Seeing Bob, the incongruity of the situation hit me. How did I and a
number of my colleagues in the next room waiting their turn in front of the light-
bulb-studded mirror, get involved in this alien world? While I had my doubts from
the beginning, Bob’s appearance triggered the realization that 11 months earlier,
when I agreed to serve as team leader for the negative side in the Clarification
Hearings on Minimum Competency Testing (MCT). I really had no idea what I
had let myself in for. I was again brought up short about the implications of the
whole process and my part in two weeks ago after viewing, along with students and
colleagues here at Boston College, the edited version of the hearings on public
television. In what follows I have attempted to describe my reactions and feelings,
both positive and negative, to various aspects of the process leading up to the hear-
ings, the hearing itself, and the final TV product developed by Maryland Public
Broadcasting (MPB).
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I will not get into the specifics of either case except where it might illustrate a
more general point about the process itself. This paper does not rehash the pros or
cons of MCT. Interested readers can find the outline of both cases in the Phi Delta
Kappan, October 1981 issue, and the tapes of the full 24 hours of hearings and the
three hour edited version are readily available.

Instead of specifics about MCT, I will concentrate on the strengths and weak-
nesses—as I see them—of the clarification process itself—as I experienced it.
Further, in a more general sense, I have set down my reflections about the strengths
and weaknesses of using a modified judicial evaluation model at the national level
to illuminate and clarify education issues.

THE MODEL

We employed a modified version of the adversary of judicial evaluation model
(JEM). The principal modification was the elimination of a jury or panel whose
purpose was to hand down a decision or make recommendations about the object
being evaluated. There were very good reasons for this deletion. By eliminating a
“verdict” or a set of recommendations, NIE avoided the unpleasantness and con-
troversy that would have certainly followed on a federally sponsored panel declar-
ing one side or the other the “winner,” or promulgating a set of recommendations
on how to structure a MCT program. If the verdict or recommendations favored
the negative side, it would have surely unleashed a raft of criticism and complaints
about unwarranted federal intervention in state programs. If the pro side was the
beneficiary, then NIE would have had to deal with the enmity of those advocacy
groups opposed to MCT. By eliminating the panel or jury component from the
Clarification Hearing process, NIE avoided this non-win situation. “Winning” or
“losing” was left to the eyes of the beholders: de gustibus non est desputandum.

This modification, made in August, took on added significance after the
November election. The Clarification Hearing mode was viewed as an acceptable,
nonintrusive federal presence in education; it provided information to state and local
policymakers which they could use or ignore as they saw fit.

From the beginning, NIE insisted that we were engaged in a clarification
process; our task was to illuminate the issues surrounding MCT. Winning and com-
petition between the teams were not to be part of the process leading to the hearing.
Therefore, one of my main criterion in evaluating the clarification hearing model
is the extent to which I feel it effectively and efficiently clarifies and illuminates
issues.

THE AUDIENCE AND THE MODEL

From the outset, the plan was to make the videotaped proceedings of the hearing,
along with written transcripts, available to interested policymakers at all levels. These
products were to help inform their decisions concerning the design or modifica-
tion of MCT programs. Initially, there were no plans to produce a television program
to be aired nationally by the Public Broadcasting System (PBS), but this feature was
added to the process in the late fall.
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Staying with the original, more limited goal for a moment, one must ask how
reasonable it is to expect policymakers, or even their surrogates, to view the full 24
hours of proceedings? I thought then, and nothing has happened to change my
mind since, that it was preposterous to expect legislators or board members to find
the time to view unexpurgated tapes.

The next question was: How reasonable is it to extract a one or two hour exe-
cutive summary tape, which policymakers might be more apt to view and which
truly reflects the complexity of the issues? I did not know the answer to this ques-
tion initially. However, after viewing the three hour edited version of the tapes, |
feel that altogether too much clarity and illumination is lost through the editing
process. These doubts about the validity of the summary tapes are not a reflection
on the work done by MPB. Based on material recommended by both teams,
producer Frank Batavick did a superb job of putting together theedited version for
the series, “Who’s Keeping Score?” The difficulty is that you necessarily do violence
to a carefully constructed, 12 hour case when you are forced to reduce the testi-
mony and evidence to 75 minutes.

This leads me to my next question: Why go through 24 hours of exhausting hear-
ings if the product that will receive the widest circulation and viewing is a three
hour summary tape? If I had been cleverer, perhaps I could have structured each
witness’ testimony so that a piece could have been lifted intact for the expurgated
version. But had I been that shrewd, why bother with the rest? Unlike a real trial,
we were not building a record for an appeal.

Here I also must record my pessimism about the possibility of policymakers
taking the time to read a more traditional, written evaluation of MCT. In
hindsight—and I would caution the reader that mine is not always 20/20—I think
that the TV medium has the potential of reaching and affecting more policymak-
ers than does our more traditional evaluation reports. However, I also feel that the
clarification hearing mode does not exploit the potential of that medium to reach
and educate viewers. I am convinced now that the expertise of the participants, the
TV time allocated to the project, and the funds expended for the series, “Who’s
Keeping Score?” would have been better used to produce a three- or four-part
documentary on MCT—not a flashy but shallow, commercial-type documentary,
but one of more substance and visual power, perhaps a NOVA or Cosmos-type
product.

If such a four hour documentary had been our goal at the outset, the two
teams could have worked cooperatively with the TV experts to put together a TV
production that could have more effectively exploited the medium in presenting
the pros and cons of MCT. Such a series would have been a more effective, effi-
cient, and dramatic way to illuminate the issues than the static question-and-answer
format employed in the hearings. Also, more public television outlets might have
picked up the product, than have to the date elected to show “Who’s Keeping
Score?”

When NIE informed us of the decision to involve MPB in producing a series
of three one-hour excerpts for each day of the hearing, to be aired on public tele-
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vision and to be preceded by a one hour documentary produced solely by MPB
with very little input from the team, the whole enterprise was transformed. We had
a new audience, the general public or that segment of it that watched PBS. We were
repeatedly admonished not to alter our efforts to continue as before; nonetheless,
the spectre of the nationally aired product had considerable psychological impact.
We certainly sensed that the process had been changed, but we did not appreciate
until after the editing process to what extent the medium had altered the process.
The announcement did change the way we chose some of our witnesses. For
example we wanted some witnesses who would be recognized as creditable by a
more general audience than the education, testing/research communities. We also
asked the question: “How will this witness come across on TV?”

Presented with NIE’s decision to seek funds for the public broadcasting compo-
nent, our team requested that part of that budget include a TV expert for each
team. This request, like several others, was ignored. However, if a similar process is
ever repeated, it is crucial that each team have a TV person working closely with
it to help the team utilize the power of the medium in presenting their case. Of
course, such an addition adds to the cost.

If I had it to do again—God forbid—and the hearing mode was still the vehicle,
then I would want to rehearse witnesses before a TV consultant and a small panel
of lay people. The lay panel could provide feedback on whether technical points
were properly translated and presented and whether the material and testimony were
understood. Some evidence and testimony that I understood because of my back-
ground were clear neither to educators without a research background nor to those
outside the field. The extent of this problem was not evident to me until the hearing
and the editing process. A lay panel watching a rehearsal of the evidence and tes-
timony would have helped us avoid this problem. But again, this would have added
to the cost of the project and necessitated cooperation on the part of the witness
that might not always be forthcoming from busy public personalities.

A TV consultant could offer advice on how the witness might better come across
on TV. For example, two witnesses read a great deal of their testimony. If you read
the transcript the testimony is very powerful. However, it does not make for good
TV viewing; eye contact was not maintained and the testimony lost spontaneity.
Perhaps I should have anticipated this problem, but I did not.

More importantly, the TV consultant would have been invaluable in helping us
better utilize the visual medium to present some of our evidence and technical argu-
ments. Technical matters are difficult to present to a general audience through the
question-and-answer format of the JEM. While both teams used graphics to illus-
trate material, these were static renditions of drawings supplied by the teams. Non-
static graphics, such as those seen on Wall Street Week, and other visual devices,
such as short film clips or animations could have helped to make some of the argu-
ments more understandable to a general audience. Here again, there are budget
implications. The TV person could also have helped us to anticipate the editing
process in structuring the testimony of each witness. In short, if you are going to
reach a large audience to clarify an educational issue by using TV, don’t go into the
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process with one hand tied behind your back. While I knew a fair bit about the
issues surrounding MCT, I knew nothing about the medium.

THE ISSUE AND THE MODEL

My perception is that NIE was very happy with the Clarification Hearing. The
hearings and NIE’s effort were received favorably by the public. The process resulted
in a NIE-sponsored product that may be seen by a very large audience of both pro-
fessional educators and lay people, depending on how many PBS affiliates choose
to air it. The hearings were seen as an acceptable federal presence in education—
informative but not intrusive. I have heard since that NIE was considering using
the model with other issues and this gives me pause. Care needs to be taken in
using the clarification hearing model with some issues.

In some respects, NIE was lucky that MCT was the subject of the first national
use of the Clarification Hearing model, lucky in the sense that MCT is not a highly
divisive issue encompassing deeply felt ideological or value-rooted positions. More-
over, it is not a burning issue in the minds of the public. You do not see bumper
stickers that say, “Toot if you're against MCT.” You are not accosted in airports by
people with signs that say, “A Little MCT Never Hurt Anyone.” Further, the pos-
sible positive and negative effects of MCT are rather easy to document, and tech-
nical issues of testing are fairly straightforward.

I have serious reservations, however, about using the model for highly divisive
issues, such as busing or abortion. I also have my doubts whether it should be used
for clarifying the issues surrounding bilingual education. I think that a federally
sponsored Clarification Hearing on such ideologically based issues, which affect
deeply held beliefs on both sides, could cause great mischief. The composition of
the two teams and the selection of the hearing officer could touch off protests from
groups on the right and left of the issue. Cooperation and data-sharing would be
difficult. I would anticipate severe and bitter fights over the admissability of evi-
dence and witness testimony.

Thus, while I feel that the clarification model or some variant on it has the poten-
tial to illuminate a number of issues for various stakeholders and publics not reached
through more traditional evaluations, I think the issue needs to be chosen with care,
particularly if federal funds are involved.

THE TEAM

The first task I faced after agreeing to be the team leader for the con, or negative,
team was to build a team. This is a crucial step in the process. In choosing team
members, I tried to select peers who could serve an outreach function to the various
constituencies concerned about MCT. I was blessed with a superb team. Ours was
truly a team effort from beginning to end.!

Unfortunately because of budget limitations, we met as a team only twice prior
to the hearing. The first occasion was a meeting in Washington to orient both teams.
Our second meeting in January was devoted to the development of strategy for case
building and identifying potential witnesses and groups to contact. While subsets of
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the team met from time to time, the whole team never came together again until
the hearing. Further, the budget did not cover very much in the way of the team
members’ time once the days for the two meetings, the hearings, and the editing
were deducted. If the model is ever used again, the budget should accommodate at
least three or four team meetings prior to the hearing and sufficient funds to cover
the team members’ work during the case-building process. There was altogether too
much “contributed service” on the part of generous team members. Both teams
should come together for the two final data-sharing sessions and for both sessions
with the hearing officer. Once again, these recommendations would increase the
cost of the project. However, it does little good to have an excellent team but not
be able to optimally utilize their talent.

There were disagreements on some details of strategy and on a few issues, and
there was one that is worth recounting. What part should team members play at
the actual hearing? Originally, I was not comfortable with handling all the direct
and cross-examination myself. I felt that each team member, if he or she wished,
should participate to some extent in both of these functions. Some team members
disagreed. They felt that if all eight of us were directly involved in examining wit-
nesses it would be confusing to the TV audience viewing the edited copies (another
example of how the spectre of the TV production influenced us). Further, there
was some sentiment that the direct and cross-examination should be handled by
someone with trial experience. However, most of us felt that if the JEM was to
work, non-lawyers should be able to handle those functions. After polling the team,
it was agreed that the task of direct and cross-examination would be split between
Diana Pullin and myself. Instinctively, I was troubled by the decision. A few weeks
before the hearing, I reconsidered, after one team member asked what the team
would do during the hearing other than sit and take notes. At the 11th hour I
decided that all team members would participate in either the direct examination
and/or cross-examination of witnesses. I would recommend this course to anyone
using the model. People in the audience and those who viewed the TV version
commented on the team participation and involvement. We looked and acted like
a team. Those who originally had reservations also agreed that this involvement was
beneficial.

BUDGET

One serious reservation about applying the JEM on a national scale is the cost. Each
team had a budget of $107,000 with which to work. An additional $100,000 went
to a subcontractor for project management and for the hearing. About $250,000 (I
do not know the exact amount) went to MPB for the TV component.

One hundred thousand dollars is simply not sufficient to do the job correctly.
Travel for the team to meet before, during, and after the hearing, and for data-
sharing and meeting with the hearing officer; travel for 30 witnesses to come to
Washington, and for case development—all this took a large chunk out of the
budget. In keeping a daily log of my activities, I found the job to be nearly a full-
time one from December through July, although I was budgeted for one quarter
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time. As I mentioned earlier, the budget for team members was stingy and only
their generosity made some of the work possible.

The budget did not permit us to do research, as originally planned, nor did it
permit a first-hand investigation of the sites chosen by the opposing team. On the
first point, we had to rely pretty much to what was out there, and much of that
was simply testimony or hearsay. There were a number of issues on which we would
have liked to have gathered data, but we could not because of the costs. Bob Linn
did the analysis of extant data tapes to illustrate points about the cut score, mea-
surement error, and item bias, but that was the extent of our original research.
For the rest we collated the data, testimony, and hearsay that we found, primarily
by mail and phone.

Not being able to visit the opposing team’s sites was a major disadvantage. While
we had a very broad outline of what each of their witnesses was going to say, the
best we could do was to call them or contact individuals who might help us develop
a line of cross-examination. This approach was not very beneficial. Our cross-
examination was by far the weakest aspect of our case. However, if we had had the
funds to go to each site and could have gotten the necessary cooperation to inter-
view and observe for a week or so, I am confident that we could have turned up
rebuttal witnesses or at least better lines of cross-examination. Whether those
rebuttal witnesses would have felt free to testify is another matter to which I will
return.

A national Clarification Hearing is not cheap, and the funds expended on this
project do not reflect what is needed to do the job adequately. I have already made
a number of suggestions that would increase the costs. As Jim Popham said to me
at one point, it’s a matter of a 15-watt bulb for illumination instead of 100 watts.
The basic question is whether additional wattage can be justified through a cost-
benefit analysis.

TIME

One major difference between the JEM and the actual judicial process is that the
JEM has sharp time limits, for practical reasons, related to budget and audience.
Direct, cross, redirect, and recross are all constrained by a fixed time limit.

A good deal of witness preparation involved timing. A major decision we had to
make was how much of our time should be allocated to direct and how much to
cross-examination. At one point, we felt that we would cross-examine only a few
witnesses husbanding our time for our case in chief. Eventually I think we cross-
examined all but two witnesses. However, in editing the tape for “Who’s Keeping
Score?” we selected very little cross-examination, using our precious 75 minutes for
direct testimony.

We employed two stop watches to keep track of time. The cross-examination of
one witness was progressing very well, but we were forced to cut it short because
we had gone over our allotted time. Another five to ten minutes and we might have
made some very telling points. Whether they would have been included in the
edited version is another question. If we had turned up a witness to directly rebut
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a pro witness, we would have been faced with an interesting time trade-off between
rebuttal and direct testimony.

Considerations related to time influenced the kind of case we chose to develop.
There were two strategies. The first was to develop only a few points and have all
witnesses hammer repeatedly at the same theme. The pro team selected this strat-
egy, and it was very effective. It is easier for the audience to follow the more limited
arguments, and repetition hammers the point home.

The second strategy, and the one we followed, was dubbed by Wade Henderson
as “the death by a thousand cuts.” We felt that in addition to the three issues there
were a number of important contentions that also had to be developed—for
example, the technical limitation of tests when used for certification—if the issues
surrounding MCT were to be truly clarified and illuminated. Further, as far as pos-
sible, the views of various concerned groups had to be represented. The involved
allocating time across many points and constituencies.

I did not have a good solution to the problem of the time constraints association
with the model. However, two teams jointly developing a documentary with a TV
crew, I feel, would have been able to clarify the issues and contentions most effec-
tively and efficiently with less time than was needed for the three days of hearing.

THE NEGATIVE OR CON LABEL

The label con or negative team was a difficult burden to carry for a number reasons.
First, being against competency testing is akin to being against motherhood. The
adjective competency in front of the noun fest puts the opposition in difficult posi-
tion. Second, it is always difficult to argue against the status quo, is to mention trying
to prove a negative. Certainly our side was the more threatening one to established
programs. This, in turn, made it difficult to gain entry programs or to obtain data
we wanted to investigate. Why should an administrate collaborate on a process that
might involve dirty linen appearing on national television.

Third, we repeatedly had to emphasize that our team was not anti-testing against
standards. Fourth, we felt that we had to spend part of our time a resources pre-
senting an alternative to MCT. In short, I felt our side had to carry heavier burden
of proof.

Perhaps the most difficult aspect of the negative label was trying to get school
people to testify. Very often we were told of problems endemic to MCT, but the
person did not feel free to testify because either district or state administrators were
sold on the program. For a while we even wrestled with ways witnesses might
remains anonymous. We were very explicit in warning people that there might be
backlash associated with their public appearances. Further, we decided not to have
students relate their problems with MCT, because they might later be embarrassed
by their TV appearance.

If the goal is to clarify and illuminate issues through TV, then using the docu-
mentary approach might help to lessen the problem and the difficulties associated
with the negative or con label. In fact, using such an approach might involve only
one team with different views represented.
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PROJECT MANAGEMENT

Future uses of the model should involve one major change. After providing the
funds directly to the teams, rather than going through the red tape of month billings
to a third-party contractor, the funding agency should withdraw from the manage-
ment of the project. Day-to-day project management should be in the hands of the
hearing officer and his or her staff. Alternately analogous to a court-appointed
monitor, an independent group or individual appointed by the hearing officer could
manage the mechanics of the project. The funding agency should not be involved
in directly telling or even suggesting to a team what it thinks the team should or
should not do; nor should the agency intervene with its view of what should be,
in debates or arguments between the two teams. Such disagreements should be adju-
dicated by the hearing officer, or a designate, without either the explicit or implicit
intrusion of views on the part of the funding agency staff.

At the very least, the whole issue of the funding agency’s role in the process needs
more discussion. The JEM is held out as one that presents an opportunity for impar-
tial pursuit of the “truth.” When the funding agency or its representatives have an
implicit or explicit agenda of their own related either to the substantive area being
evaluated or concerns about backlash that might ensue, then it is no longer an
impartial party in the process.

THE ISSUES

A key ingredient in the process is the framing of the issues and the definition of
key terms. This is a place where I felt we went awry. Both sides thought that they
understood the boundaries of the debate and the terms as defined. It turned out
that they meant different things to the two teams. For example, we thought we
were debating programs where, if a pupil did not pass a test, he or she was not pro-
moted, could not graduate, or was automatically put in a remedial program. After
examining them, we felt that the South Carolina and Detroit programs did not fit
these parameters. In South Carolina, they do not use the test results as a sole or
primary determiner for promotion or graduation. Further, the state’s regulations
forbid using the test score alone to classify students for remediation. In Detroit,
pupils who fail the test still receive a regular diploma, but if they pass they receive
an endorsed diploma. There was a heated, even bitter, debate over the inclusion or
exclusion of these two sites. In the case of Detroit, the pro team considered the
endorsed diploma a form of classification. We were not aware of this variant when
we agreed to the definition of classification, and hence we objected. We did not
know if we were opposed to endorsed diplomas. In the case of South Carolina, they
argued that the test information was part of a classification procedure. We argued
that it did not fit the sole or primary determiner criterion. The point is not to
revisit these arguments but to recommend that a fuller discussion of the boundaries
of the debate and definition of key terms should include specific reference to the
actual sites to be used. This type of discussion, moreover, should not be put off but
should come very early in the data-sharing process.
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DATA SHARING

Data-sharing is a key component in the JEM. Unfortunately, there were weak-
nesses in this process, part of the problem being related to distance. The training
tape showed a project at the University of Indiana, where the two teams were
on the same campus and worked closely together. It is very difficult to collaborate
when you are 3,000 miles apart, and only a small portion of your time is sup-
posedly covered by the contract. True, we did have meetings in which we were
able to share data, but discussions of the TV process ate into the available time, and
there were not a lot of data to share until about 10 weeks or so before the hear-
ings. Rather than inundating the other team with all the material and leads we
were following, it was agreed that we would wait until the case was more or less
firm before sending essential material. This was to keep the reading down to an
acceptable level.

I do not know exactly how to overcome these problems except to say that the
teams need more, or at least longer, joint meetings in which the actual evidence,
testimony and cross-examination of each witness are discussed in detail. Exposing
your hand completely at a joint meeting, like a dummy hand in bridge, is a diffi-
cult concept psychologically when deep down you often feel you're in a poker
game. A joint effort at building a TV documentary might alleviate this problem.
Another interesting variant might be to have one team develop and present both
sides of the case.

THE HEARING

The hearing itself was both stimulating and exhausting. Eight hours a day of hear-
ings for three days, coupled with nightly preparation, is a fatiguing experience.
Before the hearing, some sort of introduction to the TV cameras is needed.
Also, during the hearing a TV monitor should be provided for each team to give
the team feedback on such basic matters as eye contact, posture, positioning and
delivery.

On the hearing mode itself, I think once you eliminate the panel, decide to
televise the proceedings, and are not evaluating a particular program with its direct
acquiescence and cooperation, then, at least on a national scale, the hearing format
is not the most efficient or effective way to clarify or illuminate issues. The hearing
mode is probably effective and efficient at the state or local level when you are
assured that the stakeholders to the evaluation will be in attendance and when a
panel is constituted to make recommendations about a program that has agreed to
this form of evaluation. Furthermore, limiting the hearing to the state or local level
greatly reduces costs.

An interesting variant in the present model would be to have the two teams come
together after the hearings to cooperatively make recommendations to design a
MCT program, taking into account evidence and testimony introduced at the
hearing.
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THE HEARING OFFICER

This project was indeed fortunate to have as its hearing officer Barbara Jordan, who
was very ably assisted in her task by Paul Kelley of the University of Texas. There
were at least two possible roles for the hearing officer. The first, and the one Pro-
fessor Jordan chose, was that of neutral arbitrator: She set the stage for the hearings
by describing the process, purpose, and procedures; she introduced witnesses, ruled
on objections, and acted as a referee. The second option was for the hearing officer
to intervene directly by questioning witnesses. A minor problem with this second
option was the already tight time constraints built into the process. A more trou-
bling problem would have been that questions put by a nationally respected hearing
officer could tip a case in favor of one side or another. The tone of the question-
ing might implicitly signal to the viewing audience a “decision” by the hearing
officer in favor of one side. This would negate the benefits of eliminating the jury
or panel from the proceedings. For this reason, I would recommend the first role
as the most appropriate one when the model is used in a national context.

THE PRODUCT

After the hearings, each team had the job of editing their four hours of each day’s
proceedings down to 25 minutes. Several things became apparent immediately. First,
the written transcript was not a particularly good guide for editing; material that
read well did not necessarily view well. Second, our evaluation of witnesses made
at the hearings did not necessarily hold up when we saw the tapes. It was very dif-
ficult to edit 15 or 20 minutes of testimony down to two or three. Basically, this
involved making sure that all of our arguments were covered by quick snippets.
This, in turn, resulted in a final product that lacked depth and clarity. We were
forced to ask “Why three days of hearings if the most widely disseminated product
is a bastardized version?”

There is a wealth of material in the full 24 hours of tapes, which could be
excerpted to develop into short tapes for specific audiences dealing with focused
issues. For example, tapes dealing with all of the evidence and testimony concern-
ing MCT and the handicapped would make excellent viewing for concerned groups
and for pre- and in-service teachers. Similarly, the testimony on reading or on tech-
nical issues could be excerpted for teaching purposes. These potential spin-off tapes
for special audiences or for pre- or in-service teaching could be a very desirable
side effect associated with the full three days of hearings.

CONCLUSION

The model, with its public television component, has the potential to reach and
educate audiences that would not ordinarily be reached through more traditional
evaluation reports. Research on the model, or variants of it, should be pursued. Eval-
uations of the process now in progress should shed additional light on the model’s
strengths and weaknesses.
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At the local and state level, with a specific program that agrees to the process,
the model may be very useful, although it might tax the attention span and reten-
tion powers of the audience. When the model is used nationally, costs go up sub-
stantially, and the issue to which the model is applied must be chosen with care.
Further, a panel to hand down a verdict is probably not desirable. More importantly,
if the purpose is to clarify and illuminate issues for the general public and for various
stakeholders through the television medium, then the question-and-answer, basically
aural mode of the model may not be the most effective or efficient use of avail-
able time. Going through three days of intensive hearings using the question-and-
answer format and then editing out 90 percent of the proceedings makes little sense
to me. Rather, it would be better to start out with the final product in mind and
utilize the medium and its technology to its best advantage.

My experience with the Clarification Hearing was like my experience in the
Army. After it was over and I was out, I was glad I had the experience. I had learned
all kinds of new things and met some wonderful people, but no way would I
re-up.

NOTE

1. The team members, who helped to develop arguments, located and prepared witnesses, helped
with both direct and cross-examination of witnesses during the hearing, and assisted in the editing of
the TV tapes, were: James Breeden, Senior Manager, Office of Planning and Policy, Boston Public Schools;
Sandra Drew, Chicano Education Project, Denver, CO; Norman Goldman, Director of Instruction, New
Jersey Education Association, Trenton; Walter Haney, National Consortium on Testing, Huron Institute,
Cambridge, MA; Wade Henderson, Executive Director, Fund for Public Education, Council on Legal
Education Opportunities, American Bar Association, Washington, D.C.; Robert Linn, Chairman, Depart-
ment of Educational Psychology, University of Illinois at Urbana-Champaign; Renee Montoya, Chicano
Education Project, Denver; and Diana Pullin, Staff Attorney, Center for Law and Education, Washington,
D.C. While not a member of the team, Simon Clyne of Boston College was invaluable as an adminis-
trative assistant to the team.



11. CASE STUDY EVALUATIONS:
A DECADE OF PROGRESS?

ROBERT K. YIN

The American Evaluation Association’s tenth-anniversary theme, “A Decade of
Progress,” was the inspiration and point of departure for the present article. Leonard
Bickman invited me to reflect on the use of case studies in evaluation. In consid-
ering the use of case studies, the tenth-anniversary theme quickly became a ques-
tion rather than an assertion: “Has the case study produced a decade[’s worth] of
progress?” This article addresses the question first by defining the case study method,
then by examining the use of the case study method from a historical perspective,
and finally by commenting on the progress (or lack of progress) during the past
decade (roughly 1987 to 1997).

DEFINITION OF THE CASE STUDY METHOD

Critical to the discussion is the definition of the case study method. As will be
pointed out shortly, two different types of research have been confused within the
rubric of the case study method. Selecting one or the other type will yield differ-
ent interpretations regarding the possible progress over the decade’s time. Therefore,
for the sake of discussion, the case study method may be briefly profiled as follows
(Yin, 199%4a, 1997).

A Three-Featured Profile

First, the method depends on the use of—and ability to integrate in converging
fashion (some would say “triangulate”)—information from multiple sources of evi-
From New Directions for Evaluation, 1997, 76, 69-78.
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dence.The evidence may include direct observations, interviews, documents, archival
files, and actual artifacts. The facts and conclusions for the case study will be built
around the consistency of data from these sources, and these facts and conclusions
may be expressed in both quantitative and qualitative terms.

Second, the method implicitly assumes a richness of data because a case study is
intended to examine a phenomenon in its real-life context. Often, the boundary
between the phenomenon and the context is not sharp, and inherent in all case
studies is the potentially important influence of contextual conditions. A major
investigative concomitant—usually taken for granted—is the need to collect case
study data in the field, thereby collecting data about the context, although under
unusual circumstances a case study can be conducted from library and secondary
sources alone. A major technical concomitant is that case studies will always have
more variables of interest than data points, effectively disarming most traditional sta-
tistical methods, which demand the reverse situation.

Third and last, the case study method includes research that contains single case
studies as well as multiple-case studies. The process of generalizing the results of
either type of case study depends on the development, testing, and replication of
theoretical propositions (analytic generalization)—rather than any notions based on
the selection of numeric samples and extrapolating to a population (statistical gen-
eralization). Especially helpful is the specification and testing of rival theories or
explanations, which can even take place within a single case study; in a multiple-
case study one possible rationale for case selection is that certain cases have been
included because they represent rivals.

Methods Falling Within And Outside The Profile

Profiling the case study in this manner provides a broad umbrella for different styles
of case study research, including those based on differing philosophies of science.
For instance, Bob Stake’s recent book characterizes my case study research as
“quantitative,” appearing to contrast strongly with his own “qualitative” approach
(Stake, 1995). However, examination of both approaches reveals similar ingredients.
Although the qualitative approach gives less attention to multiple-case situations, it
clearly draws on the same multiple sources of evidence and is concerned with the
richness of case and context. Stake also agrees that the matter of defining the “case”
requires close attention. Further, in discussing case study data collection and analy-
sis, he devotes an entire chapter of his book to triangulation.

At the same time, the profile excludes certain methods that have sometimes been
confused with case study research and evaluation. The primary exclusion is the classic
ethnographic study—commonly using the participant-observer method (Jorgensen,
1989). Such a study traditionally focused on a preliterate society, resulting in evi-
dence based mainly on observations and discussions but with little opportunity to
rely on documentary or archival records. Ethnographic methods have been used
in a variety of contemporary settings (Fetterman, 1989), including the study of
organizations (such as Leonard-Barton, 1987). For evaluations, two advocates of the
ethnographic method note that its strength is maximized where a strong clash in
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values permeates an organization or project (Lincoln & Cuba, 1986). However,
because the participant-observer is limited in the ability to cover multiple events
occurring at the same time, many ethnographic studies also tend to be studies of
small groups within a culture (or organization), rather than systematic coverage of
the whole culture (or organization). If more than participant-observation is used in
doing an evaluation, the resulting study may begin to resemble and be considered
a case study. To this extent, judgments about inclusion or exclusion must, as always,
appreciate the actual array of techniques being used, not just broad labels.

The Importance Of The Profile As A Statement About Case Study Design

In her major historical overview of case studies in American methodological
thought, Platt (1992) characterized our profile of the case study method as giving
greater emphasis to case study design rather than data collection. The distinctiveness of
the design, especially with the number of potentially relevant variables far exceed-
ing the number of data points (often, only a single data point or case), forces inves-
tigators to use different strategies for establishing internal, external, and construct
validity, compared to experimental or quasi-experimental research. Likewise, the
need to pursue analytic and not statistical generalizations means that cross-case
strategies must go beyond merely counting the number of cases, as if they were a
sample of anything.

At the same time, the basic profile should not be construed as ignoring issues of
data collection. Case study investigators must be intensely concerned with collect-
ing data in a reliable and rigorous manner. In doing data collection, case study inves-
tigators also must struggle with the problem of divulging identities or maintaining
the confidentiality and anonymity of sources and even of the case itself.

THE USE OF THE CASE STUDY METHOD FROM A HISTORICAL PERSPECTIVE

From a historical perspective, Platt (1992) traces the practice of doing case studies
back to three strands of research during the early twentieth century: the conduct
of life histories, the work of the Chicago school of sociology, and casework in social
work. She then shows how participant-observation emerged as a common data
collection technique in doing these case studies. However, over time the data col-
lection technique eventually became confused with the entirety of the case study
method. The effect of this confusion on social science was dramatic, as traced by
Platt. Prior to 1970, she found that 29 out of 31 textbooks covered the topic of
case studies, yet from 1970 to 1979, 18 out of 30 textbooks published failed to
mention case studies at all. Instead, these textbooks usually discussed participant-
observation or other forms of “fieldwork™ as alternative data collection techniques,
reflecting the only coverage given to qualitative research.

In evaluation, this trend was serendipitously reinforced during the same period
of time by the classic work of Campbell and Stanley (1963) in describing their
variety of “quasi-experimental” designs. Their work—used for many years and by
nearly every scholar as the defining text for evaluation research—unfortunately dis-
paraged case studies as a “pre-experimental” form of research (the infamous “one-
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shot case study”). Thus, Platt notes that, even when mentioned in textbooks, the
orthodoxy of the times frequently treated case studies not as a distinct method but
as an optional part of the exploratory work that might occur during the early stages
of the complete research process. Coverage of the case study method by evaluation
textbooks continues to be spotty to this day. As but one example of a complete and
consistent oversight, none of Rossi and Freeman’s first five editions of their popular
evaluation textbook—1979, 1982, 1985, 1989, and 1993—contains the term case
study, much less a discussion of it as a method.

Platt credits the first edition (1984) of my book on case study research (Yin,
1994a) as having raised fresh consciousness over the method. (Important publica-
tions leading up to the first edition were Yin, 198la and 1981b.) The fact that the
significant features of the case study—as profiled in the previous section of this
paper—focused on design rather than data collection distinguished the method from
participant-observation. Further, according to Platt, the couching of the method
within a practical format readily encouraged more people to do case studies.
Whether as a result of my work or not, during the late 1980s there appears to have
been much more attention given to the case study method, mainly for research but
also in evaluation, especially federally-supported evaluations of education programs.
The 1990s have now produced whole texts, again, about the case study (such as
Feagin, Orum & Sjoberg, 1991; Ragin & Becker, 1992; Stake, 1995). In addition,
professions such as public administration (Agranoff & Radin, 1991), business admin-
istration and management information systems (Benbasat, Goldstein, & Mead, 1987,
Cash & Lawrence, 1989), and social work (Rubin & Babbie, 1993; Gilgun, 1994)
have reincorporated case study research into their repertory of research methods,
not just using case studies as a teaching tool.

In evaluation, the 1990s also saw a major case study handbook published by no
less an authority than the (now defunct) Program Evaluation and Methodology
Division of the U.S. General Accounting Office (1990; an earlier version was issued
in 1987). The book covers the major topics in applying the case study method to
evaluations—design, site selection, data collection, data analysis, and reporting—
providing guidance, illustrative examples, and warnings about common pitfalls. The
book notes that, at the time, “the history of the case study as an evaluation method
is little older than a decade” (p. 10). Key concepts underlying the method continued
to be “triangulation” and the “rich, in-depth nature of the information sought.”

Again, parallel developments in evaluation methods more generally also occurred
and in retrospect may have helped to produce this revived attention. In particular,
Campbell now the author and coauthor of two works bearing directly on a revised
view of case studies in evaluation. The first was a rather little-known article, “Degrees
of Freedom and the Case Study” (Campbell, 1975). In this article, Campbell ques-
tioned whether he and others had fully appreciated the power of the case study
method in the past. He noted that if a case indeed followed the same numeric
mindset of other quasi-experimental designs, every case study should have a
“plethora” of explanations—because of the numerousness of variables and the
paucity of data points. Instead, he showed how classic case studies arrived at satis-



11. Case Study Evaluations: A Decade of Progress? 189

factory explanations only after a long and agonizing analytic process. Something
else, besides the mere tallying of variables, was at work.

The second was a widely used textbook, which was a follow-up to the classic
Campbell and Stanley (1963) work, and of which Thomas D. Cook was now the
first author (Cook & Campbell, 1979).The book disentangled the case study method
from the earlier categorization of the case study as a quasi-experimental design with
the following unequivocal statement: “Certainly the case study as normally prac-
ticed should not be demeaned by identification with the one-group post-test-only
design” (the infamous one-shot case study) (p. 96). In addition, the book even con-
tained, as one of the variant quasi-experimental designs, a design that was in fact
applicable to case studies (although the book did not refer to such applicability):
the non-equivalent, dependent variables design (p. 118). According to this design,
an experiment or quasi-experiment may have multiple dependent variables—that is,
a variety, of outcomes. If, for each outcome, the initially predicted values have been
found, and at the same time alternative patterns of predicted values (including those
deriving from methodological artifacts or threats to validity) have not been found,
strong causal inferences can be made. Because of this applicability to case studies
(which normally have multiple dependent variables), this design then became the
basis for using pattern matching as an analytic technique in doing case study research
(Yin, 1994a, pp. 106-110). (Campbell’s contribution both to case studies and to
evaluation is the topic of a much more extensive article: Yin & Bickman,
forthcoming).

Whether related to my book (as credited by Platt), to changes in evaluation
research more generally (as just discussed), or to yet other reasons, the gains and
renewed foothold made by the case study method in appearing as part of the routine
range of research and evaluation methods represent a major advance. However,
although the new texts and references began to appear in the early 1990s, they were
the culmination of forces that began in the late 1970s and the 1980s. As such, they
are only the beginning of the story of whether there has been a decade of progress
in case studies as an evaluation tool from 1987 to 1997. The rest of the story is told
next.

PROGRESS (OR LACK OF IT) DURING THE PAST DECADE

If the legacy of the immediately preceding period was the increased documenta-
tion of the case study method, the 1987-1997 decade itself has produced increased
use and diversification of case study tools and thus the elaboration of the method.
Somewhat equivocal is the effect this diversification has had on actual case study
products.

Use and Diversification Of Case Study Tools

The elaboration of the case study method begins with a more refined understand-
ing of the uses of case studies in evaluation. The GAO volume (U.S. Government
Accounting Office, 1990, p. 9) explicitly lays out at least six different situations: illus-
trative, exploratory, critical instance, program implementation, program effects, and
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cumulative (meta-analysis of multiple-case studies done at different times). Each sit-
uation demands slightly different designs. For instance, the design for an illustrative
case study may be limited to the point being illustrated, whereas the design for a
program implementation or program effects case study requires extensive expression
of presumed causal links. At the time of its publication, the GAO volume noted
that existing reports tended to use only two of the six applications (illustrative and
critical instance); that trend may have since broadened.

A second area of use and diversification has been in preparing for and docu-
menting case study evidence. The use of case study protocols to organize the data col-
lection—protocols that are far broader in scope than a simple questionnaire—is now
commonly accepted as the most desired prelude to systematic data collection. The
need for a case study protocol is especially great and has become frequent practice
where multiple investigators are collaborating in doing multiple case studies, but
are all still part of the same overall evaluation. Similarly, the understanding that case
study evidence may be contained in a separate case study database—different from
the actual final case study report—has taken greater hold. The database may take
both narrative and tabular form, a key feature being that the noted information con-
tains explicit footnotes or references to the specific source of the evidence (thereby
helping to preserve the desired chain of evidence). Further, the database, though not
edited or intended for public presentation, nevertheless needs to be available for
independent inspection by other investigators.

However, during the decade, possibly the most important advance in tools has
been the use of logic models as part of the design in doing case study evaluations
(Yin, 1992; Yin, 1993, pp. 65-68). A logic model presents the presumed causal
sequence of events expressed in a series of cause-and-effect steps. Developed ini-
tially to carry out evaluability assessments (Wholey, 1979), the specification of logic
models is a rewarding activity in at least two respects. First, the logic model reveals
the underlying theory of a program that is being evaluated, and the specification
of the model provides the guidance for the relevant data that need to be sought
during the case study. Second, the process of putting a logic model together—
especially when shared between program managers and evaluators working together
—often yields insights that need not await the completion of all evaluation but that
are immediately useful for program development.

At the same time, the proper and complete specification of logic models is still
an evolving craft. Potentially worrisome is that the most common logic models still
only identify different effects or stages but do not give an actual explanation of how
events move from one stage to another. For instance, as shown in the upper part of
Figure 5.1, the typical logic model consists of a series of boxes (stages) connected
by a series of arrows (causal relations among the stages). The accompanying logical
statements take the following form: “By implementing this activity (input), the
program will engage the needed number of participants (output) and will eventu-
ally have the desired effect on these participants (outcome).” Left unstated is exactly
how the activity will indeed engage the participants or how the effect will arise
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from the act of participating. One possible shortcoming in these specifications has
therefore been that too much attention has been given to the boxes in a logic model
and not enough to the connecting arrows. The lower part of Figure 1 therefore
deliberately focuses attention on one set of arrows, and the challenge to the case
study investigator is to associate substantive how and why explanations with the

arrows.
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Case Study Practices During The Past Decade

Examinations of case study evaluations—and discussions with investigators attempt-
ing to do case studies—reveals greater use of these various case study tools over the
decade. More important, the craft is now explicitly recognized as having tools and
rigor, a norm going considerably beyond the earlier and crude notion that doing
case studies mainly required an ability “to tell it like it is.” With the increased avail-
ability of texts referring to and describing the case study method, investigators also
have more ways of finding the needed guidance to practice the craft. Overall, the
major progress in case study evaluations during the past decade may very well be
the fact that investigators are knowingly pursuing practices that are part of a formal
craft.

The process of doing case study evaluations also has become a more collabora-
tive activity. Case study evaluators now work more closely with the officials of the
program being evaluated to conduct the initial phases of evaluation, including the
definition of the questions to be addressed by the evaluation, the evaluation design,
and the preferred data collection methods. Similar trends, covered under such rubrics
as “action research,” “cluster evaluation,” and “empowerment evaluation,” are increas-
ingly true of all evaluation methods, not just case studies. However, case study eval-
uations—focusing on concrete and readily understandable issues—lend themselves
best to this new participatory type of evaluation.

Case Studies During The Past Decade

Whether all this documentation, awareness, and changes in practice have led to new
and better kinds of case studies, however, is yet to be seen. In this sense, the final
judgement on a decade of progress remains open. The routine case studies, frequently
part of a multi-method evaluation design not limited to the case study method,
appear to be better constructed and documented. For instance, 15 communities
were the subject of ongoing research on as contemporary a topic as managed care
(Ginsburg & Fasciano, 1996). Along the same lines, graduate students, both in this
country and abroad, appear to be practicing better and more rigorous case studies,
especially as part of their theses or dissertations.

But the decade has not produced any particularly distinctive case studies, such as
Graham Allison’s Essence of Decision (1971), much less any landmark multiple case
study evaluation. There has also not emerged any streamlined way of sharing case
studies, which still require a burdensome amount of text (and hence space) that
probably precludes the creation of any journal devoted to case studies (in turn lim-
iting the amount of professional communication about case studies). Even when a
study takes over the whole issue of a 200-page journal (“Tracking Health System
Change,” 1996), as in the case of the managed care study previously -cited
(Ginsburg & Fasciano, 1996), the case studies are not presented as part of the pub-
lication. In these situations, a frequent problem is that the original case studies are
usually too long, but there is great difficulty in preparing a second set of abbrevi-
ated texts.
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At the same time, also possibly true is that the experience with case study eval-
uations bears great similarity to the experience with evaluation more generally (Yin,
1994b). For instance, evaluation as a whole may not have produced landmark studies
during the past decade, in part because of the difficulty of improving on the exem-
plars of the past. Thus, interpreting the past decade of progress with case study eval-
uations shares the inevitable problem of interpreting many evaluation findings: no
milestone stands out to any absolute extent; but somehow, conditions appear to be
slightly better than before, based on process considerations—in this case, improved
case study practices. Overall, and again as with the problem of interpreting many
evaluation findings, possibly, the passage of more time is needed to provide a more
revealing, if not definitive, perspective.



12. EDUCATIONAL CRITICISM AS A
FORM OF QUALITATIVE INQUIRY

DAVID J. FLINDERS and ELLIOT W. EISNER

In this article we focus on the forms and functions of educational criticism, an artis-
tically grounded qualitative approach to classroom research. Our aims are to describe
the features of this approach and to identify its underlying theory. What assump-
tions undergird educational criticism? What roles does it perform? What promise
does it have for improving educational practice?

Recent developments in English education have renewed interest in these and
other questions concerning the goals of research. As Judith Langer and Richard
Allington (1992) have written, “Although it might be easy to conclude that research
is on the right track and that more similar work is needed, this is not at all the
case” (p. 717). They go on to argue that while past studies have concentrated on
the processes of reading and writing in general, future research must focus on the
complexities of the classroom and how contextual factors interact with the cur-
riculum that students actually experience. In their view, the field is poised for
changes that will increase, not lessen, the need for alternative models of inquiry, par-
ticularly approaches that make vivid the vicissitudes and opportunities of classroom
life. Can educational criticism contribute to this agenda? And if so, are its contri-
butions in any way unique? We believe that the approach serves a dual purpose,
adding to the field’s repertoire of research tools, and providing a perspective from
which to better understand qualitative modes of inquiry.

From Research in the Teaching of English, 1994, 28, 341-357. Copyright 1994 by the National Council of Teachers of
English. Reprinted with permission.
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Although many aspects of educational criticism are not “new” to good classroom
research, teacher assessment, and program evaluation, the arts-based orientation of
criticism brings into focus dimensions of qualitative work that would otherwise be
taken for granted. Equally important, educational criticism offers an alternative frame
of reference for thinking about the more explicit concerns that interest qualitative
researchers, including the role of subjectivity in research, questions of generalizabil-
ity, and how terms such as “validity” and “rigor” apply to qualitative studies of
teaching.

Setting these broader issues aside for a moment, we also want to point out that
educational criticism now includes a growing number of studies in all subject areas'.
Much of this research has been based in universities and graduate schools of edu-
cation. At Stanford University alone, for example, at least 17 dissertations have used
educational criticism as either their primary approach or in conjunction with other
methods. In addition, educational criticism has been used to assess curriculum mate-
rials and educational software (e.g., Huenecke, 1992) and more generally as a model
in designing forms of case study research (e.g., Barone, 1983; Beath, 1991a; Flinders,
1989; Nyberg, 1991; Thornton, 1988; Uhrmacher, 1991). While these studies have
pursued a wide variety of open-ended research questions, their strong suit has been
to elucidate through description and interpretation what Snyder, Bolin, and
Zumwalt (1992) call “the enacted curriculum,” those qualities, understandings and
patterns of meaning that comprise school experience as it is played out at the day-
to-day levels of classroom practice. Broadly stated, educational criticism is centrally
concerned with what gives teaching and curriculum its distinctive character, signif-
icance, or purpose.

Our aim in this article, however, is neither to review this research nor report a
particular study. Instead, we will focus on educational criticism itself as a genre of
qualitative research. In order to clarify what educational criticism is and what edu-
cational critics do, we have divided this essay into three parts. First, as alluded to
earlier, we examine the assumptions and conceptual underpinnings of this approach.
Second, we describe its four dimensions: the descriptive, interpretative, normative,
and thematic. Finally, we turn to questions of credibility and rigor, identifying three
criteria appropriate to the assessment of work carried out within qualitative tradi-
tions of inquiry.

RE-EDUCATING OUR PERCEPTIONS OF THE CLASSROOM

The conceptual foundations of educational criticism rest on two basic analogies: the
researcher-as-critic and teaching-as-art. The first analogy builds on the similarities
between qualitative forms of educational research and the work of critics in such
fields as film, literature, drama, music, and the visual arts. The second analogy is based
on the set of similarities between classroom teaching and disciplined forms of artis-
tic expression. The teaching-as-art analogy is the more fundamental of the two, and
for that reason we consider it first.

Most people are willing to acknowledge that the act of teaching has elements of
an aesthetic performance. In ordinary descriptions of teaching, for example, we
might refer to a well-orchestrated class discussion or a beautiful lesson. These casual
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metaphors are significant because they point to the underlying basis on which teach-
ing can be regarded as an art. First, both teaching and art are expressive activities;
both involve some type of skilled performance intended to convey meaning. Second,
both activities require that their practitioners mediate or transform the qualities of
a given experience; hence, they share similar technical challenges with respect to
the use of presentational forms. Third, teachers (like painters, actors, and musicians)
make judgments based on qualities that unfold during the course of their perfor-
mance. They seek emergent ends, outcomes that can be anticipated but not fully
predicted prior to beginning the work itself.

Our general claim is that aesthetic considerations are relevant and applicable well
beyond the four walls of an art classroom, studio, or gallery. It does not denigrate
art to remove it from its pedestal or to recognize that art shares some of its most
essential features with other sorts of human activity. From carpentry to basketball,
any endeavor that exhibits consummate skill and imaginative thought, that is prac-
ticed with interest and affection, and that offers satisfaction in a job well done, may
be regarded as artistic in the full sense of what art entails (Dewey, 1934). From this
perspective, teaching represents one among the range of activities in which the
achievement of qualities having aesthetic import is significant in the eyes and minds
of those engaged in such work.

This is not to say that all teaching can be regarded as artistic. Teaching can be as
mindless, mechanical, and unimaginative as any other activity. Most of us are able
to recall examples of such teaching from our past experience in the classroom.
However, we can also recall those adept teachers who exploited the artistic possi-
bilities of pedagogy, and who therefore encouraged a climate in which students were
able to deliterize perception, explore ideas, and take satisfaction from their own
achievements. In other words, the artistic dimensions of teaching enhance its
effectiveness and model some of our most valued forms of human intelligence. When
such aspects of teaching are present, they deserve recognition.

Criticism, a method used in the arts to illuminate the qualities of a particular
performance or work, brings us to our second analogy. What artistry is to teaching,
criticism is to the qualitative study of classroom life. Again we want to stress the
similarities between these two domains. Critics and researchers share an explicit
agenda; both strive to describe and expound upon the meanings and qualities of
work within their respective areas of inquiry. This common agenda is systemic; it is
rooted in a shared sense of purpose. John Dewey (1934), who wrote on aesthetics
as well as educational philosophy, describes this purpose as an extension of artistic
ways of knowing. In his words:

The function of criticism is the re-education of perception of works of art; it is an auxiliary
in the process, a difficult process, of learning to see and hear. The conception that its busi-
ness is to appraise, to judge in the legal and moral sense, arrests the perception of those who
are influenced by the criticism that assumes this task. . . . The moral function of art itself is
to remove prejudice, do away with the scales that keep the eye from seeing, tear away the
veils due to wont and custom, perfect the power to perceive. The critic’s office is to further
this work, performed by the object of art. (pp. 324-25)
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What Dewey here defines as the functions of art and art criticism includes the edu-
cational as well as the aesthetic. Dewey also suggests that the ability to perceive
freshly is not easy. It requires a special effort for several reasons. First, the critic’s
perception must be informed in ways that disclose differences across individual cases.
That is, his or her task is one of discernment, not merely recognition. Second, all
of us live and work in a culture that teaches us to ignore the familiar. “The world
is too much with us,” as Wordsworth wrote. And even if schools were not as famil-
iar as they typically are, the objects of educational criticism are rarely black and
white. What distinguishes skilled teaching—its intellectual, social, personal, and polit-
ical achievements—are no less subtle than what distinguishes a beautiful painting or
good literature.

Although the abilities to see and to hear are relevant to all forms of systematic
inquiry, they are particularly relevant to criticism because in this approach the effects
of a performance are assessed largely on the basis of the critics own sensibilities and
perceptions. Film critics, for example, may be deeply interested in what audiences
take away from observing a particular film, and critics often talk with others about
how the film is understood. However, critics do not typically administer question-
naires to randomly selected audiences. Instead, they view the film firsthand, and
doing so is considered essential to comprehending the achievements and qualities
of that work.

DIMENSIONS OF EDUCATIONAL CRITICISM

We turn now to address the dimensions of educational criticism. These dimensions
overlap, and we have separated them only to permit a more focused discussion than
would otherwise be possible. Taken together, they provide some of the ways that
educational critics disclose the significant qualities of a situation, event, or object.

Educational Criticism As Descriptive Inquiry

It took me a while to locate the front of Barb Grant’s classroom. Every wall seems impor-
tant, adorned with bright posters and displays of student handiwork. Two walls boast black-
boards as well, filled with flowery cursive. With the teacher’s desk shoved into a far corner,
no focal point of authority or control is evident. Usually student desks lined up in strict,
column formation like an approaching regiment, right arms raised in salute, provide a clue.
But Mrs. Grant’s unorthodox arrangement of student desks into clusters of four and her
strategic placement of those clusters at various angles around the room remind one more of
a bridge party than basic training. Students face each other in this classroom. Learning occurs
in concert with one’s peers. The teachers job is orchestration.

Orchestration begins with attention to the classroom environment. Barb Grant surrounds
her students with the stuff of instruction. A progression of posters on punctuation frame the
front blackboard with large black letters against a field of blue and white. . . . Learning centers
are sprinkled around the room. To the left of the board is the developmental Reading Skills
Center. Piles of colorful books—bright purple and green (Skimming and Scanning), rainbow
(BFA Reading Vocabulary Comprehension Skills Lab), light green (Read Ability), vivid yellow and
orange (Success in Reading), and smart green checks (Be a Better Reader)—attract the eye.
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Stacked on the table next to them are popular paperbacks: The Pigman, The Mystery at Long-
cliff Inn, The Red Pony, and Harriet Tubman. A tape recorder rests near the stacks under a huge,
haunting poster depicting scenes from John Steinbeck’s The Pearl. Around the poster, Mrs.
Grant has stapled up student papers from the reading class—plot diagrams of the short story
“Spring Over Brooklyn.” Captions written on colorful construction paper in her familiar
cursive announce THE PLOT DEVELOPS. . . . (pp. 60-61)

So begins Rebecca Hawthorne’s (1992) educational criticism of an eighth-grade
language arts classroom. (Barb Grant is Hawthorne’s pseudonym for this teacher.)
The full text of this criticism runs 30 pages and is published with three additional
criticisms that together comprise her book, Curriculum in the Making. The two para-
graphs quoted here can in no way capture the expanse of Hawthorne’s work. They
do, however, help us illustrate the idea that direct observations play a leading role
in this type of inquiry. Hawthorne was there in Grant’s classroom (for more than
90 hours in this particular case); she felt its linoleum floor beneath her feet, listened
as the students learned, experienced the classroom firsthand, and observed the daily
drama that transpired within its four walls. Like other researchers, Hawthorne fits
what Johan Galtung (1990) calls a “collectionist’—someone who, by habit, is atten-
tive to the particular attributes of a representative case.

Critics are also collectionists of a sort. They have no choice but to place them-
selves in the way of what they seek to understand. A wine critic must examine with
an informed eye the color and clarity of wine, taste its blend of flavors, smell its
bouquet. A literary critic must read literature; an art critic must visit art galleries
and museums. By the same token, educational critics must put themselves in the
way of what they seek to understand. Their work is “field-focused” (Eisner, 1991,
pp- 32-33). Some educational critics, like Hawthorne, visit classrooms and interview
teachers, talk with students, eat lunch in the school cafeteria, and attend faculty
meetings or extra-curricular activities. They may also review text materials, cur-
riculum guides, and student work. Other critics shadow students or teachers
throughout their school day, going “back to school,” as it were, so they may expe-
rience for themselves the routines and patterns of classroom life.

The emphasis we are placing here on sense experience is directly related to the
arts-based orientation of educational criticism. One need only reflect on the arts—
dance, music, poetry, painting, sculpture—to recognize that these processes and prod-
ucts of human invention are resolutely grounded in basic modalities of sensory
perception. Yet, it is not only in the arts per se, but also in everyday life, that a
person’s sensory system serves as his or her primary access to the world. Russell
Baker’s (1982) “prosaic” memories of growing up in rural Virginia illustrate this
point:

On a broiling afternoon when the men were away at work and all the women napped I
moved through majestic depths of silences, silences so immense I could hear the corn
growing. Under these silences there was an orchestra of natural music playing notes no city
child would ever hear. A certain cackle from the henhouse meant we had gained an egg.
The creak of a porch swing told of a momentary breeze blowing across my grandmother’s
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yard. Moving past Liz Virts’s barn as quietly as an Indian, I could hear the swish of a horse’s
tail and knew the horseflies were out in strength. As I tiptoed along a mossy bank to sur-
prise a frog, a faint splash told me the quarry had spotted me and slipped into the stream.
Wandering among the sleeping houses I learned that tin roofs crackle under the power of
the sun, and when I tired and came back to my grandmother’s house, I padded into her dark
cool living room, lay flat on the floor, and listened to the hypnotic beat of her pendulum
clock on the wall ticking the meaningless hours away (p. 58).

Baker’s account is one that exemplifies both the foundations and craft of quali-
tative description. Its foundations, as we have already mentioned, concern the
ability to see and listen, to discern through active perceptual construction “an
orchestra of natural music” beneath “majestic depths of silences.” This type of
informed perception is sometimes referred to in the arts as connoisseurship; the
term connoisseur is derived from the Latin root cognoscere, meaning to know or to
understand. An art connoisseur is someone who knows about art, someone who
understands what to look for in the way of qualities possessed by works within that
particular form of expression. An educational connoisseur is likewise someone
who knows what to look for, someone who is able to read the qualities of an edu-
cational performance. Connoisseurship is the art of appreciation (Eisner, 1991), the
ability to differentiate and discern complexities, nuances, and subtleties in aspects of
the world around us.

The craft side of descriptive inquiry is of a more public nature. It involves a re-
presentation of whatever insights were gained from private acts of perception. In order
to make perceptions public, artists and critics turn to forms of representation (lan-
guage, number, dance, film, photography) that allow them to transform one type of
experience into another. In Baker’s case, he aims to transform his early memories
into language. He seeks an expressive equivalent, a “true” description. We refer to
this as craft because it requires close attention to the range of styles in which lan-
guage is used to convey meaning—what the words themselves denote, but also their
cadence, tone, idiomatic meanings, and metaphorical qualities. Dewey (1934) made
an important (if not wholly accurate) distinction when he wrote that, “science states
meanings; art expresses them.” Critics employ expressive modes of description in
their work, but not simply for the sake of being artistic. Rather, they do so because
the literal and prepositional use of language alone is unable to take the full impress
of qualitative relationships.

The descriptive aspects of criticism are relevant to English education research in
at least three ways. First, we believe they reaffirm the importance of moving research
inside English and language arts classrooms at all levels of teaching. Wine connois-
seurs should be familiar with viticulture and methods of wine making. Yet, we would
be rightly suspicious of a wine connoisseur who, although obsessively interested in
wine, refused to drink it. For some, the analogy with research is uncomfortably apt.
Earlier we noted Langer and Allington’s (1992) concern that compared with the
general processes of reading and writing, researchers know much less about the daily
classroom experiences of students and teachers. How Ms. Purnell teaches her fourth-
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graders to write or how Professor Murry teaches Heart of Darkness to college fresh-
men are not idle questions. Their day-to-day lessons speak to broader pedagogical
themes, and researchers will find much to see and hear in these classrooms that the
teachers and students themselves take for granted.

Second, although the methods of educational criticism share much in common
with other forms of qualitative inquiry, the focus of this approach on the qualities
of a classroom environment, teaching style, or curriculum text is one that sheds light
on what often makes classroom experiences most memorable. Vivid renderings, par-
ticularly of exemplary lessons (as judged by researchers or others who have an
informed basis for making this determination), put teaching in a form that can be
shared and discussed, ensuring that the best of a teacher’s work is not lost with each
performance.

Third, the descriptive dimension of criticism urges researchers to give special
attention to the forms of representation used for depicting classroom life. Exploiting
a broad range of representational forms—including the literary uses of language,
symbols and images, as well as the use of visual and multi-media formats—will
require imagination and skills for which most researchers have not yet been
previously trained. Qualitative researchers are only just beginning to explore
such alternative modes for describing various aspects of school experience?.
The rationale for doing so, however, is significant. As in the arts, methods of descrip-
tion shape what researchers are able to describe and, thus, what they are able to
understand.

Educational Criticism As Interpretative Inquiry

Implied in our earlier remarks is the assumption that critics not only sense the world,
they make sense of it. Inseparable from their descriptive accounts are points of view
and understandings about what things mean or why events happen as they do. This
is the case in all forms of disciplined inquiry, qualitative and quantitative alike. No
one can, or at least would want to, do research empty-headed. Even researchers ini-
tially unsure of what they intend to study are guided by suspicions, hunches, or
some notion of how various parts of the world operate. In this broad sense, there
is always an interpretative element in practicing research.

However, by labeling criticism as interpretative we mean to stress not only what
critics do, but also the focus of the critic’s work. This focus is on the meanings of
a performance, object, or event. To illustrate, one might say that Melville’s novel
Moby Dick is a book about whaling. Of course this description is “true” in a
literal sense, but it hardly begins to satisfy questions about what the novel means
or why it was written in a particular way. Literary criticism is intended to disclose
such meanings, and educational criticism is intended to disclose the meanings
of school and classroom experience. Educational critics may even employ concepts
quite similar to those used in literary analysis. A classroom lesson can be viewed
as a type of text or narrative, for example, with its own story, grammar, plot,
setting, characters, use of imagery, symbols, themes, underlying metaphors, and so
forth.
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The focus of this approach on interpretative concepts is, nevertheless, only one
side of the coin. The other side concerns the schemata and points of view that
critics themselves bring to their work. These points of view are not only used to
focus a study, but also to explain its findings. In the arts, critics have exercised a
good deal of imagination when it comes to constructing or adapting different ways
to interpret the objects of their criticism. Literary and art critics are rarely of a single
mind (see, for example, Garber, 1988). Structuralist critics, feminist critics, psy-
choanalytic critics, Marxist critics, and others co-exist in what in political circles is
called “loyal opposition.” They agree to disagree, recognizing that there are differ-
ent ways to read a novel or poem, just as there are different ways to look at a Fauvist
painting, or different ways to “read” a classroom.

The implications of such diversity concern a field’s tolerance for multiple schools
of thought. In many forms of quantitative research, disagreement among observers
is regarded as a weakness because it threatens the reliability of the research. In qual-
itative forms of inquiry, including educational criticism, researchers also expect
appropriate levels of agreement on those matters that afford consensual validation
(Eisner, 1991). When two researcher-critics visit the same schools, as with the
accounts published in Daedalus by Philip Jackson (1981a; 1981b; 1981c) and Sara
Lawrence-Lightfoot (198la; 1981b; 1981c), readers find some degree of overlap
between what each describes. Many aspects of schooling are clearly robust. Yet, con-
sensual validation is not the same as interrater reliability. Even two critics in the
same classroom at the same time will usually attend to different aspects of its social
life or interpret similar events from different points of view. For this reason, most
educational critics (e.g., Barone, 1983; Flinders, 1989; Beath, 1991b; Uhrmacher,
1991) have made an effort to be explicit within the criticism itself about their
particular values and perspectives.

Our main point, however, is that differences among critics are not necessarily a
failed measure of reliability. Given the hundreds of criticisms that have been made
of Shakespeare’s Hamlet, for example, little would be gained by somehow calculat-
ing their mean and standard deviation. Indeed, variation in what critics see and how
they understand it is not a weakness but a strength, if those working in the field
genuinely value a range of perspectives from which to view education. One reason
for promoting multiple perspectives is that they contribute to informed choice and
empowerment, topics that are now of particular interest at all levels of educational
practice.

Educational Criticism As Normative Inquiry

A third dimension of educational criticism is represented in the values that critics
bring to their work. These values play an active role in guiding both the expressive
and interpretative dimensions of inquiry. Inevitably, what researchers attend to and
the questions they ask are a reflection of what they take to be important. Educa-
tional criticism is no different in this respect than any other approach. However,
critics do bring to the field a type of normative orientation that sets criticism apart
from the conventional methods of school and classroom research.



12. Educational Criticism as a Form of Qualitative Inquiry 203

In particular, textbook accounts tend to describe educational research as a
problem-driven process (e.g., Borg & Gall, 1989). A researcher’s first task is to select
a problem that will serve to motivate and determine the focus of a particular study.
The more self-evident this problem is, the better. Educational critics, by compari-
son, are pulled in a different direction. Their work is informed by artistic traditions
that seek to recognize exemplary practice. This is not to say that educational critics
are indifferent to social or school-related problems; they are no less interested than
artists and critics in other fields are in the problems relevant to their work. Thomas
Barone (1989; 1993), for example, has used educational criticism to focus attention
on how schools fail to meet the needs of underachieving students. He argues, more-
over, that educational criticism should take a form similar to what Jean-Paul Sartre
called “socially committed literature.” Yet, even Barone’s arguments do not negate
the abiding interest that critics hold for meritorious work.

Now, what gets priority in terms of research topics and agendas is the result of
a highly complicated process, and we do not mean to oversimplify the politics of
that process by relying on textbook accounts of research. We only want to stress
that normative issues play into educational criticism in a distinctive way. Here the
potential of educational criticism is to provide greater balance in recognizing the
achievements as well as the shortcomings of classroom teaching. Are we able to rec-
ognize good teaching when we see it? And by what criteria is this judgment made?
Educational critics must rely to some extent on their own experiences and sensi-
bilities, which again underscores the critical role of connoisseurship as the founda-
tion of this approach. In addition, critics may consider teaching that has previously
received public recognition for its successes. Both of these approaches are common
in the arts and other realms in which evaluation is considered a regular part of what
critics do. People fully expect a wine critic to judge the quality of wine. They expect
a film critic to judge how well the actors have performed and generally whether
or not a particular film is well made. Critics, in short, are among those responsible
for helping people understand what constitutes “goodness” in those domains where
goodness counts.

These issues are relevant because education itself is normative in ways that wine
and film making are not. R. S. Peters (1970) points out that some notion of moral
goodness is either explicit or strongly implied in even our most mundane uses of
the term education. This normative bent connects foundational studies with empir-
ical research in a more direct manner than is usually the case. An educational critic
might observe a series of lessons on a particular topic, say the thematic develop-
ment of an assigned novel or a unit on descriptive writing. The normative dimen-
sion of a critic’s work involves situating these lessons relative to their educational
functions. Will the lessons, for example, encourage students to exercise their intel-
ligence and imagination, read more critically, or develop the type of cognitive skills
that facilitate continued learning? To raise a different question, will these lessons in
some way promote what E. D. Hirsh (1987) calls cultural literacy? That is, are the
lessons worth learning from an academic point of view? A critic might also ask
whether the students are able to find any personal relevance in what they learn.



204 1I. Questions/Methods-Oriented Evaluation Models

And from yet another perspective, are the lessons in any way responsive to social
needs? Will they help prepare students for some aspect of life beyond the classroom?

Such questions highlight the diversity of values that inform language arts educa-
tion. In this and other subject areas, different values compete within a range of
intentions, practices, and methods of evaluation. It is not surprising then that critics
are often unable to use a common matrix when it comes to assessing the educa-
tional worth of a given teaching style or type of educational experience. The qual-
ities that might make one class discussion good, for example, may be totally absent
in a second, but equally good class discussion. To judge both by the same standard
is likely to hide more than it reveals. Moreover, even if critics were able to agree
on one particular standard or desirable outcome, this agreement would not in and
of itself dictate how the outcome is to be achieved. In education, as in the arts, dif-
ferent practitioners are likely to employ different methods in order to accomplish
similar ends. Here we could also draw an analogy with sports. A fan of baseball or
golf, for example, attends to how well games are played and not just to the final
score.

Educational Criticism As Thematic Inquiry

It might seem that the descriptive, interpretative, and normative dimensions of crit-
icism are more than enough to keep an educational critic busy. Yet, a fourth dimen-
sion of criticism is also important, particularly with respect to the utility of criticism.
That dimension is thematics, the effort to extract some general principles, findings,
lessons, and the like from the study of particulars. Every major literary achievement
has a thematic message that in some way transcends the particulars of a story or
text. Similarly, educational criticism attempts to identify the major thematic
notions—the recurring messages and qualities, dominant features, or salient images—
that come from the study of individual cases.

Such themes are based on a form of inductive logic. That is, every particular case
is a case of something. It displays not only itself, but also the patterns and attrib-
utes held in common with other cases of the same type. Consequently, we are able
to apply what we have learned to other situations through a process known as “nat-
uralistic generalization” (Donmoyer, 1980; Stake, 1975a). Unlike formal generaliza-
tions (those based on random samples and statistical probabilities), naturalistic
generalizations are inherent in the ordinary, non-random processes of learning, and
in the everyday task of using what one knows to make sense of situations that
are both different from and the same as situations previously encountered. This type
of generalizing is accomplished by attending to attributes and by matching images
of best fit (Eisner, 1991). A few examples will serve to illustrate our point.

Shakespeare’s Lear, Cervantes’ Quixote, Dostoyevsky’s Raskolnikov, and many
other fictional characters are of enduring interest, not for their own sake, but because
these characters tell us something about human passions, the psyche, conceptions of
good and evil, cultural mores, and so forth. Played out on a less grand but still sig-
nificant scale, analogous figures found in qualitative studies of education include,
among others, Ted Sizer’s (1984) Horace; Tom Barone’s (1989) at-risk student, Billy
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Charles Barnett; and Philip Jackson’s (1992) former mathematics teacher, Mrs.
Theresa Henzi. Like literary characters, Horace, Billy Charles, and Mrs. Henzi are
implicated in matters that transcend the particulars of who they are. Horace’s
workday, vividly described, serves to comment on the demands and waning social
status of classroom teaching. Billy Charles’ personal history reveals disturbing pat-
terns of home and school life. Mrs. Henzi’'s commanding pedagogy displays the
power and endurance of Mrs. Henzi; not all adolescents are like Billy Charles. Yet,
the patterns they exemplify are instructive, nonetheless, and of considerable interest
to those who design and evaluate educational programs.

The utility of themes in literature, history, and criticism is that they give a person
something to take away from a particular study. The aim for critics and qualitative
researchers is to recognize and name a pattern that will help explain what people
have experienced and puzzled over in the past. Themes of this sort are not uncom-
mon in the education literature. One theme developed in a study by Powell, Farrar,
and Cohen (1985), for example, is the concept of “treaties,” those forms of tacit
accommodation between students and teachers that ease the demands, but also
undermine the opportunities, of classroom life. Does this concept apply in every
classroom, and is it always the best way to understand what takes place between
teachers and students? Obviously not. The application of themes is never that simple
or straightforward. However, while themes do not offer rules or formulas for under-
standing a given classroom, they still serve a vital heuristic function. They provide
a premise for framing expectations, and perhaps most helpful in the long run, themes
offer ways of discussing education at a more incisive level than would otherwise be
possible.

QUESTIONS OF RIGOR

Having described the structure of educational criticism—its descriptive, interpreta-
tive, normative, and thematic dimensions—we now turn to questions of credibility
and rigor. How does one judge the believability of a critic’s account? In our eyes,
it is never possible for researchers to view the world from God’s knee, to know
with certainty that one’s perceptions and understandings mirror a pristine version
of reality. What researchers see and tell is always a transactional outcome, mediated
first by conceptual frameworks and methods of observation, and second by the forms
of representation through which a study is reported (Eisner, 1992; Schwandt, 1993).
For this reason, we do not seek in educational criticism some form of ontological
objectivity. Instead, we look for reasonable claims and warranted plausibilities. Our
search, to paraphrase Stephen Toulmin (1982), is for sound beliefs rather than certain
truths.

Rigor in this context is a matter of being able to adequately assess what educa-
tional critics report. Are there good reasons to be confident in the way a critic
describes a particular classroom? What forms of support lend credibility to the
account? We have already mentioned consensual validation as a criterion relevant to
the credibility of educational criticism. This form of validation is established by
critics sharing their work with others knowledgeable within a given area. In her
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study of home schooling, for example, Lesley Talyor (1993) asked a group of home
schoolers (who were not research participants) to read and comment on her edu-
cational criticisms of three families. Those who reviewed her work agreed that
Taylor’s accounts concurred with their own experiences, not in the details of her
description, but in its typification of home schooling practices. Such feedback lends
support to this particular study consensual validation, however, is not the only basis
on which to assess the warrant of educational criticism. Two additional criteria
include structural corroboration and referential adequacy.

Structural corroboration refers to the weight and consistency of cumulative data.
Is a critic’s description sufficiently “thick” to provide a compelling image of what
was observed? Or to use a legal metaphor, is there a preponderance of evidence?
Does the critic provide details and examples drawn from multiple sources such as
direct observations, interviews, sample curriculum materials, or other documents?
And are these details reasonably consistent across different sources and settings?
Moreover, is the weight of evidence consistent with the critic’s interpretation of its
meaning? Do recurrent examples and details point in the direction the critic says?
Readers may reject an interpretation on ideological grounds, but they still should
be able to trace the lines of evidence and reasoning that have led a critic to his or
her conclusions.

While structural corroboration gauges the degree to which the criticism is well
informed, referential adequacy gauges the degree to which the criticism enables the
reader to experience qualities within the situation that the critic claims to be there.
Earlier we noted that the primary function of criticism is what Dewey called
the re-education of perception. Simply put, critics write so that others may learn.
Referential adequacy is based on this service; that is, the educational function of
illuminating aspects of classroom meaning that would otherwise remain hidden.

Referentially adequate criticism tells its readers something about a particular
work, its nuances, its style, its genre. The criticism acts as a set of cues that allows
others to locate these and other qualities within the subject matter described. These
cues work by foregrounding specific aspects of classroom life in ways that reframe
what readers may already know at a tacit level. When criticism is informative in this
sense, it not only enlarges understanding, but serves to guide future observations as
well. Referential adequacy, thus, has a prospective element, that being the degree to
which criticism aids in perception by helping others know what to look for.

CONCLUSION

We have described educational criticism by focusing on its assumptions and four of
its dimensions. The descriptive dimension is rooted first in discernment—the critic’s
ability to notice what is subtle yet significant—and second in the forms of repre-
sentation through which private acts of perception are made public. The interpre-
tative dimension is represented in the conceptual frameworks that critics use to
account for the meanings and qualitative attributes that others instill in their work.
The normative dimension of criticism looks to assessment, not in any absolute sense
of the term, but as a way to articulate those values that inform conceptions of good-
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